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Abstract

Forecasts have become an essential component of organizational strategy. In this sense, the objective of this paper 
is to present the variables that determine the practice of forecasting in the small and medium industrial enterprises 
of Ibagué, Tolima, Colombia. To fulfill this purpose, a logistic regression model was used, which incorporated a strictly 
qualitative dependent variable: the company makes forecasts for its different operations and some independent varia-
bles, which may be qualitative or quantitative, being in this case all qualitative. In order to meet the stated objective, 
a mixed research process was carried out in the year 2014, which included the qualitative and quantitative approa-
ches, to a stratified random sample of 76 SMEs from a total population of 93 reported by the Chamber of Commerce 
of Ibagué, to which a structured questionnaire was applied. The study allowed to conclude that of all the variables 
analyzed in the research, the attributes “prognoses influence in a significant way in the organizational performance”, 
“in the company they combine qualitative and quantitative forecasts for decision making” and “the company resorts 
to external information to perform their forecasts”, determine the favorable attitude of these entrepreneurs to apply 
forecasting techniques in their organizations.

* “Multidimensional analysis of organizational forecasts in Ibague’s SMEs” research project, carried out in 2014 within the frame 
of the Doctoral Dissertation on Management from Universidad EAN and on Production and Operations Master’s Degree from                 
Universidad Sergio Arboleda.
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Resumen

Los pronósticos se han convertido en un componente 
esencial de la estrategia organizacional. En este senti-
do el objetivo de este artículo es presentar las variables 
que determinan la práctica de los pronósticos en las 
pequeñas y medianas empresas industriales de Ibagué, 
Tolima, Colombia. Para cumplir dicho propósito se em-
pleó un modelo de regresión logística, el cual incorporó 
una variable dependiente estrictamente cualitativa: la 
empresa realiza pronósticos para sus diferentes opera-
ciones y algunas variables independientes, las cuales 
pueden ser cualitativas o cuantitativas, siendo en este 
caso todas cualitativas. Para cumplir con el objetivo 
planteado se realizó un proceso mixto de investigación 
en el año 2014, que comprendió los enfoques cualitativo 
y cuantitativo, a una muestra aleatoria estratificada de 
76 pymes de una población total de 93 reportadas por 
la Cámara de Comercio de Ibagué, a la que se aplicó un 
cuestionario estructurado. El estudio permitió concluir 
que de todas las variables analizadas en la investiga-
ción, los atributos “los pronósticos influyen de manera 
significativa en el desempeño organizacional”, “en la 
empresa se combinan pronósticos cualitativos y cuan-
titativos para la toma de decisiones” y “la empresa re-
curre a información externa para la realización de sus 
pronósticos”, determinan la actitud favorable de estos 
empresarios por aplicar las técnicas de pronósticos en 
sus organizaciones. 

Palabras clave: Administración de producción,              
Cadena de abastecimiento, Inventarios, Logística,       
pronósticos, Pymes industriales, Planeación de opera-
ciones. 

Résumé 

Les prévisions sont devenues une composante essen-
tielle de la stratégie organisationnelle. Á cet égard, l’ob-
jectif de cet article est de présenter les variables qui 
déterminent la pratique des prévisions dans les petites 
et moyennes entreprises industrielles d’Ibagué, Tolima, 
Colombie. Pour atteindre cette prévision, un modèle 
de régression logistique a été utilisé, intégrant une va-
riable dépendante strictement qualitative: l’entreprise 
fait des prévisions pour ses différentes opérations et 
des variables indépendantes, qualitatives ou quantita-
tives, dans ce cas spécifique, toutes qualitatives. Pour 
parvenir à l’objectif déclaré, un processus de recherche 
mixte a été mené en 2014, comprenant des approches 
qualitatives et quantitatives, sur un échantillon aléatoire 
stratifié de 76 PME sur une population totale de 93 rap-
porté par la Chambre de Commerce d’Ibagué, qui a mis 
en œuvre un questionnaire structuré. L’étude a permis 
de conclure que de toutes les variables analysées dans 
la recherche, les attributs «les prévisions influencent de 
façon significative la performance organisationnelle», 
«l’entreprise combine des prévisions qualitatives et 
quantitatives pour la prise de décisions» et «l’entreprise 

fait appel à l’information externe pour la réalisation de 
leurs prévisions», déterminant une attitude favorable 
de ces entrepreneurs afin de donner de suite des tech-
niques de prévision dans leurs organisations.

Mots-clés: Gestion de la production, Chaîne                       
d’approvisionnement, Inventaires, Logistique, Prévi-
sions, PME industrielles, Planification des opérations. 

1. Introduction
Forecasts constitute a tool of great impor-

tance within the process of operations plan-
ning. As simple as the methods to meet this 
end might be, the decisions made outside these 
techniques are quite few since these provide 
the information necessary to know with rela-
tive exactitude the events on which an action 
course must be taken. From this perspective, 
decisions related to optimizing physical spac-
es, operations’ speed, redesigning processes, 
financial performance improvement, prod-
ucts design and development, human talent 
wellbeing, long term stability, environment, 
productivity and competitiveness require a 
forecast (Krajewski, Ritzman and Malhotra, 
2008; Vollmann, Berry, Whybark and Jacobs, 
2005 and Martinich, 1997).

Within this context, this paper’s develop-
ment initially comprehends the theoretical 
structure by which this study is supported 
and highlights the importance of forecasts 
in organizations. Likewise, the most import-
ant traits of the binomial logistic regression 
model will be highlighted, which permits to 
classify the companies analyzed in one of 
the subgroups established by the two values 
of the dependent variable, namely, whether 
these companies perform forecasts or not. 
Afterwards, the methodology guiding this 
research will be presented in order to stab-
lish the variables influencing businessmen’s 
choice to use different prediction tools, which 
constitutes the work’s objective. Lastly, the 
discussion of the results and conclusions are 
presented.

2. Theoretical framework

2.1. Forecasts
According to Martinich (1997), prognoses 

are “the art and the science of predicting fu-
ture events” (p. 102). The most important or-
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ganization decisions are on the exactitude of 
these techniques (Greasley, 2009; Sanders 
and Gramanb, 2009; Bermúdez, et al., 2006; 
Makridakis, Michele and Moser, 1978). Like-
wise, the prognosticator’s training Mentzer 
and Cox, 1984; Winklhofer, Diamantopoulus 
and Witt, 1996; Sanders, 1992), the usage of 
combined prognoses (Winkler and Makrida-
kis 1983; Fildes, 1989; Bunn and Vassilopou-
lus, 1999) and employing consultants (Win-
klhofer et al., 1996; Vonderembse and White, 
2004) have a direct effect on the predictions’ 
exactitude.

Applying prognoses significantly contrib-
utes, among other aspects, to inventory op-
timization (Mentzer and Schroeter, 1994; 
Moon, Mentzer, Smith and Graver, 1998; 
Sanders, 1992; Fildes, Nikolopoulos, Crone 
and Syntetos, 2008) and to efficiency in the 
processes of strategic planning (Finney, 
2012; Mentzer and Cox, 1984; Li, Cheng and 
Gray, 1999; Power, 1995; Sanders, 1992; Ol-
iva and Watson, 2012; Hogarth and Makri-
dakis, 1981; Herbig, Milewicz and Golden, 
1993), which aims at improving organization-
al performance (Nahmias, 2007; Krajewski, 
Ritzman and Malhotra, 2010; Meredith and 
Shafer, 2010; Chen and Guo, 2011).

Within this context, organizations cur-
rently perform in a turbulent, chaotic and 
unpredictable environment where managing 
the environment’s information (Genç, Alayoğ-
lu and Iyigün, 2012; Stone and Fiorito, 1986; 
Finney, 2012; Oliva and Watson, 2012; Raspin 
& Terjesen, 2007; Hogarth and Makridakis, 
1981; Daniells, 1981; Herbig et al., 1993; Win-
klhofer et al., 1996) is a critical aspect in the 
practice of organizational forecasting.

Companies’ internal information (Genç et 
al., 2012; Oliva and Watson, 2012), technology 
(Russell and Taylor, 1995; Reid and Sanders, 
2010; Schroeder, Meyer and Rungtusana-
tham, 2011; Krajewski et al, 2010; Heizer and 
Render, 2011; Meredith and Shafer, 2010), or-
ganizational communication (Oliva and Wat-
son, 2012; Mintzberg, Brian and Voyer, 1997), 
incentives to workers, (Oliva and Watson, 
2012), team work (Winklhofer et al., 1996), 
employees’ participation in decision making 
(Robbins and Coulter, 2010; Dess, Lumpkin 
and Eisner, 2011; Russell and Taylor, 1995) 
and the periodicity in which predictions are 
performed (Russell and Taylor, 1995, Men-

tzer and Schroeter, 1994; Schroeder et al., 
2011; Winklhofer et al., 1996; Herbig et al., 
1993) are deemed as fundamental elements 
to perform prognoses.

2.2 Logistic Regression
Logistic regression is an explanatory 

method of inferential statistics (Martín, Cab-
ero and de Paz, 2008, p.272). This technique 
seeks to attain a lineal function of the inde-
pendent variables that allows to classify in-
dividuals in one of two sub-populations or 
groups established by the two values of the 
dependent variable (Ferrán, 2001, p. 232; 
Hair, Anderson, Tatham and Black, 1999). 
According to Guisande, Vaamonde and Bar-
reiro (2011) regression models for qualitative 
dependent variables, allows to evaluate the 
influence of independent variables over the 
dependent variable, giving a probability as a 
result (p. 537) (Martín et al., 2008).

Just as with quantitative dependent vari-
ables regression it’s necessary for multicol-
linearity not to exist between the different in-
dependent variables and the observations of 
the sample must be independent inwardly. In 
this case, it’s not required for the residue to 
bear a normal distribution, nor the homosce-
dasticity hypothesis (constant variance of the 
residue) (Guisande, et al., 2011, p. 537; Pérez, 
2009). According to Hair et al. (1999):

Logistic regression, also known as logit 
analysis, is a special kind of regression 
employed to predict and explain a catego-
rical binary variable (two groups) in place 
of a metric dependent measure. This tech-
nique’s most important advantage is that it 
is not too affected when variable normality 
assumptions are not met. For Pérez (2009) 
“logistic regression results useful for cases 
in which predicting the presence or absen-
ce of a characteristic or result is desired ac-
cording to the values of a set of predicting 
variables” (p. 492)

3. Methodology
This is a mixed type of research, sin-

ce tools from qualitative and quantitative 
approaches were applied. In the first case, 
entrepreneurs were interviewed on their 
perception regarding prognoses in order to 
complement and contrast the questionnai-
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re’s responses, attaining a holistic vision of 
the phenomenon subject of study (Deslauries, 
2004). Regarding the quantitative approach, 
social phenomena were analyzed expressed 
with data and measured by statistical means 
(Deslauries, (2004). On this same regard, Gó-
mez, Deslauries and Alzate (2010) propose 
that it is possible to conceive mixed methodo-
logies where qualitative data is akin to quan-
titative data in order to “enrich the methodo-
logy and, eventually, the research’s results” 
(p.101). It’s a descriptive study which identi-
fies the characteristics of a situation and the 
interrelation between its components; and 
explanatory in as much as it stablishes rela-
tionships between attributes (Méndez, 1995). 
Lastly, the problems is transversal because 
the data is collected in a single moment, in a 
single time (Hernández, Fernández and Bap-
tista, 2010).

The population was made up by 93 indus-
trial SMEs of Ibague according to its Cham-
ber of Commerce’s registries. The sample of 
76 organizations: 66 small and 10 medium-si-
zed was selected through stratified simple 
random sampling with correction due to fi-
nite population. An error of 5% and reliabili-
ty of 95% were assumed. As primary source 
of information a Likert scale-type question-
naire was employed, with the options always, 
almost always, sometimes, almost never, ne-
ver and doesn’t know doesn’t respond, which 
are included the questions contained in Ta-
ble 1 and were justified in the theoretical fra-
mework. With respect to the empirical con-
trast of the data collecting instrument, its 
reliability represented by Cronbach’s alpha 
coefficient for the whole questionnaire was 
0.893; which according to the scale of Ruíz 
(2002) is very high and points to its internal 
consistency (Corbetta, 2007; Hernández et 
al., 2010; Jérez, 2001; Ghauri and Gronhaug, 
2010). Likewise for the dimensions: planning 
and organization of the prognoses and the 
prognoses and direction, this coeffcient wass  
0.894 and 0.617 respectively.

In order to achieve the final objective, a 
binary logistic regression model was develo-
ped in which the dependent variable was “the 
company performs prognoses for its different 
operations” (REALPRO) and as independent 
variables were taken the original attributes 
of the study listed in Table 1, separated among 
the dimensions: planning and organization of 

prognoses which included variables from “C” 
to “L”, and the prognoses and direction which 
comprised attributes from “M” to “R”.

4. Results and discussion
At first instance were taken the variables 

related to the “planning and organization of 
prognoses” dimension in order to stablish 
which of them had an incidence on the de-
pendent variable “REALPRO”. In this sense, 
each one of the outcomes from SPSS-21 will 
be explained.

The codification of the dependent variable 
which in fact must be dichotomous, signali-
zes that a value of zero (0) was assigned to 
those SMEs that do perform prognoses and 
a value of one (1) to those who do not employ 
such tool. On the other hand, the model’s ve-

Variables   Description

A The company performs prognoses  for its            
	 different	operations	
B Prognoses performance periodicity
C Prognoses are deemed vital for the strategy
D	 Prognoses	influence	organizational																									
 performance
E Prognoses’ information is incorporated into           
 planning
F	 The	company	trains	on	prognoses	techniques
G The company combines prognoses
H Decision making is based on reliable informa 
 tion
I	 decision	making	is	given	through	meetings,												
	 workshops,	etc.
J The company’s departments share informa 
 tion for prognoses 
K	 the	company	promotes	organizational											
	 communication
L	 Prognoses’	exactitude	is	important	for																
 decision making 
M The company gives incentives on its workers
N workers participate in the company’s                
 decision making
O the company promotes teamwork
P	 the	company	turns	to	external	information		
  for prognoses 
Q	 The	company	uses	specialized	software	for		
 its prognoses 
R keeping inventory is a company policy

Table 1. Study’s variables

Source:	Author’s	own	elaboration.
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rosimilitude (-2L) shows the extent to which 
it fits the data well, and the smaller this value 
the better its fitting. In this scenario as only 
the constant was introduced, preliminary es-
timatives equal 55.293 for verisimilitude and 
2.007 for the constant(b0).

Regarding the regression model’s classi-
fication, by comparing the forecasted values 
against those observed and taking as basis 
the (Y) dependent variable’s probability’s 
cutting value of (0.5), it classifies as REAL-
PRO=YES meaning they do employ progno-
ses; whereas if such probability is > 0.5, they 
are deemed as REALPRO=NO, meaning that 
these organizations do not employ prognoses 
tools. In this first step, the model has classi-
fied 88.2% of the cases correctly and no com-
pany that “does not perform prognoses” has 
been classified correctly.

Next, Table 2 presents the estimated para-
meter (B), its standard error (ET) and its sta-
tistical meaning with the Wald test, which is 
a statistic that follows a Chi square with 1 de-
gree of liberty (gl) and the estimation of the 
OR (Exp (B)). As can be seen in the equation 
of regression of step zero only the constant 
appears, having left out the other variables 
from the dimension of analysis. However, 
as may be appreciated on Table 3 all varia-
bles, except for attributes “I” and “K”, have a 
statistical significance of 0.00 associated to 
Wald’s index; which is why the process will 
continue in order to incorporate all or some 
of them into the equation.

one constant and whose value was 55,293, 
whereas now it decreased to 23,295. This 
process ends with 8 loops and the calculated 
coefficients were: constant b0 = -11,315 and 
for the “D” and “G” variables b1 = 1,797 y b2 
= 1,418 respectively.

Likewise, the Omnibus test which by 
means of Chi Square asses the null hypo-
thesis that the coefficients of all terms in-
cluded in the model except for the constant 
equal zero, casts for this case the difference 
between the value of -2LL for the model that 
only included the constant, and the value of 
-2LL for the current model as follows:

Chi squared = (-2LL model 0) – (-2LL mo-
del 1) = 55,293 - 23,295 = 31,998

In this study’s particular case, it can be 
made evident that the model with the new 
two variables introduced “D” and “G” impro-
ves its fit with respect to its previous situa-
tion, which is corroborated by the 0,000 le-
vel of statistical significance. In the model’s 
summary presented in Table 5 appear two 
complimentary statistics to the plausibility 
ratio (RV), which are employed to evaluate its 
validity in a global manner, those being the 
coefficients of determination R2, Cox’s y Sne-
ll’s which explain the dependent variable’s 
variation (Y) based on the predicting attri-
butes’ value changes (independent variables) 
that in this case are “D” and “G”. Here it may 
be seen that in step 2, plausibility decreased 
significantly as it had been previously men-
tioned and Cox’s and Snell’s and Nagelkerke’s 
coefficients report the two independent va-

B E.T. Wald gl Sig. Exp(B)
        
Step	0	 	Constant	 -2,007	 0,355	 31,974	 1	 0	 0,134

Table 2. Equation’s variables

Source:	Author’s	own	elaboration.

Scores  gl  Sig.
      

	 	 C	 	28,347	 1	 0,000
	 	 D	 	28,595	 1	 0,000
	 	 E	 	18,774	 1	 0,000
	 	 F	 	 4,982	 1	 0,026
	 	 G	 	21,994	 1	 0,000
Step 0 Variables	 H	 	15,672	 1	 0,000
	 	 I	 	 1,055	 1	 0,304
	 	 J	 	 18,08	 1	 0,000
	 	 K	 	 2,712	 1	 0,100
	 	 L	 	26,533	 1	 0,000
Global Statistics	 	 	38,769	 10	 0,000

Table 3. Variables not included in the equation

Source:	Author’s	own	elaboration.

Table 4 displays the iteration process 
which now applies for three coefficients, the 
constant that had already been included in 
the previous step, and variables “D” (prog-
noses significantly influence organizational 
performance) and “G” (the company combi-
nes qualitative and quantitative prognoses 
for decision making). As may be observed in 
this case, statistic - 2LL decreased with res-
pect to the previous step which only borne 
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Iteration Plausibility’s  -2 log Constant Coefficents  
                                                                                D                                    G
 

	 1	 41,99	 -2,871	 0,751	 	
	 2	 33,773	 -4,477	 1,234	 	
	 3	 32,116	 -5,613	 1,6	 	
Step 1	 4	 31,954	 -6,117	 1,77	 	
	 5	 31,951	 -6,193	 1,797	 	
	 6	 31,951	 -6,195	 1,797	 	
	 7	 31,951	 -6,195	 1,797	 	
     
	 1	 39,55	 -3,141	 0,557	 0,253	
	 2	 28,751	 -5,219	 0,866	 0,536
	 3	 24,898	 -7,307	 1,166	 0,85
Step 2	 4	 23,599	 -9,304	 1,474	 1,139
	 5	 23,316	 -10,746	 1,706	 1,34
	 6	 23,295	 -11,266	 1,789	 1,411
	 7	 23,295	 -11,315	 1,797	 1,418
	 8	 23,295	 -11,315	 1,797	 1,418

Table 4. Iterations historya,b,c,d,e

Source:	Author’s	own	elaboration.

a	Method:	by	steps	forward	(Wald)
b	The	model	includes	one	constant.
c	Initial	plausibility’s	-2	log:	55,293
d	The	estimation	has	ended	on	iteration	number	7	because	the	parameters’	estimations	have	changed	less	than	,001
e	The	estimation	has	ended	on	iteration	number	7	because	the	parameters’	estimations	have	changed	less	than	,001

Step Plausibility’s Cox and Snell’s R Nagelkerke’s
        -2 log          squared                    R squared
  
1	 31,951a	 0,264	 0,512
2	 23,295b	 0,344	 0,665

a.	The	estimation	has	ended	on	iteration	number	7	because	the	para-
meters’	estimations	have	changed	less	than	,001.	
b.	The	estimation	has	ended	on	 iteration	number	8	because	 the	par	
meters’	estimations	have	changed	less	than	,001.

Table 5. Synthesis of the model

Source:	Author’s	own	elaboration.

Step Chi gl Sig.
           Squared  
     
1	 1,29	 2	 0,525	
2	 2,81	 5	 0,729

Table 6. Hosmer and Lemeshow’s test

Source:	Author’s	own	elaboration.

riables explaining the model at 34.4% 
and 66.5% respectively, which are dee-
med as sound estimates taking into ac-
count that only two out of the 10 origi-
nal variables were considered.

Homer and Lemeshow’s test is ano-
ther statistic also used to assess the 
goodness of fit of a logistic regression 
model. It starts from the fact that if the 
fit is good, a high value of the estimated 
probability (p) will associate with the 
result “1” of the binomial dependent 
variable, whereas a low p value (close 
to zero) in most cases will correspond 
with the result Y=0. In this case, the 
level of significance was 0.729 in the 
second step, which demonstrates the 
model’s goodness of fit (Table 6).

The classification chart to be pre-
sented next on shows this model as 
having a high specificity (100%), a re-
latively high sensitivity (55.6%) and a 
global percentage of 94.7% including 
the constant and the two independent 
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variables (D and G), which indicates that 
the model is classifying relatively well those 
SMEs who do not perform prognoses (Table 
7). At the same time, Table 8 shows the varia-
bles that went into the model, its regression 
coefficients with their respective standard 
error, Wald’s statistical value used to assess 
the null hypothesis (βi = 0), the statistical sig-
nificance associated and the value of OR (Exp 
(B)) with its confidence intervals.

With the data contained in Table 8, it’s pos-
sible to build the logistic regression equation 
(formula 1), which would look as follows:

This algorithm is useful to predict the pro-
bability of obtaining the “NO” result (REAL-
PRO); a company which does not apply 
prognoses techniques with regards to “D” 
(prognoses significantly influence organiza-
tional design) and “G” (the company combi-
nes qualitative and quantitative prognoses in 
decision making). This way, according to the 
logistic equation (formulas 2 and 2.1), an or-
ganization with (D=1) and G (1) would have 
a probability of not carrying out prognoses 
equal to:

Observed Forecasted  Correct 
   percentage

Yes  No 

	 	 	 67	 0	 100
Step	1	 REALPRO	 	 5	 4	 44,4
	 Global	Percentage	 	 	 	 93,4	 	
   
Step	2	 	 	 67	 0	 100
	 REALPRO			 	 4	 5	 55,6	 	
	 Global	percentage	 	 	 	 94,7

a	cut	off	value	is	,500

Table 7. Classcfiiatcon tablea

Source:	Author’s	own	elaboration.

B E.T. Wald gl Sig. Exp(B) I.C. 95% for EXP(B)

           Inferior     Superior
         
Step	1a	 D	 1,797	 0,558	 10,373	 1	 0,001	 6,032	 2,021	 18,005
	 Constant	 -6,195	 1,514	 16,732	 1	 0	 0,002	 	

 
	 D	 1,797	 0,813	 4,882	 1	 0,027	 6,032	 1,225	 29,702
Step	2b	 G	 1,418	 0,645	 4,838	 1	 0,028	 4,128	 1,167	 14,605
  -        

	 	 Constant		 11,315	 4,093	 7,642	 1	 0,006	 0

a.	Variable(s)	introduced	in	step	1:	D.
b.	Variable(s)	introduced	in	step	2:	G.

Table 8. Equation’s variables

Source:	Author’s	own	elaboration.

1
1+exp(11,315-1,797*D-1,418*G)

P(REALPRO=NO)= =P (1)

1
1+exp(11,315-1,797*1-1,418*1)

P(REALPRO=NO)= =0,000303 (2)

1
1+2,718 ^ (8,1)

P(REALPRO=NO)= =0,000303 (2.1) 
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With this probability’s result, which is less 
than 0.50 as it may be observes, it is possible 
to state that based on the variables Ibague’s 
industrial SMEs “prognoses significantly 
influence organizational performance” (D) 
and “the company combines qualitative and 
quantitative prognoses in decisions making) 
(G), have a significant probability of applying 
prognoses techniques to their operations.

This finding permits to corroborate the 
importance that Ibague’s industrial SMEs 
businessmen bestow on prognoses as vital 
tools for their organization’s development, 
which confirms the approaches by Russell 
and Taylor (1995), Reid and Sanders (2010), 
Schroeder et al., 2011, Krajewski et al., (2010), 
Heizer and Render (2011) y Meredith & Sha-
fer (2010) regarding the influence that pre-
diction techniques have on decisions related 
to production planning and programming, fi-
nancial planning, and highest-end strategic 
planning.

On the other hand, combining different 
prognoses tools constitutes a key aspect 
when deciding whether or not to apply fore-
casting techniques within Ibague’s industrial 
SMEs, which coincides with the arguments 
of Makridakis et al. (1978) when emphasizing 
the importance of combined prognoses me-
thods on the exactitude of forecasts (Winkler 
and Makridakis 1983; Fildes, 1989; Bunn and 
Vassilopoulus, 1999).

In second term were taken variables re-
lated to the “prognoses and direction” di-
mension in order to stablish of them had an 
influence on the dependent variable “REAL-
PRO”. Table 9 shows the iterations history 
for this new model, which compares original 
iterations finding that it now applies to two 
coefficients; the constant included in the pre-
vious step (Table 2) to two coefficients; the 
constant included in the previous step (Table 
2) and the “P” variable (prognoses signifi-
cantly influence organizational performan-
ce). This case shows that the -2LL statistic 
decreased with respect to the previous step 
which only borne the constant and whose va-
lue was 55,293, while now it was reduced to 
47,462. This process finalizes with 6 loops 
and the calculated coefficients were: cons-
tant b0 = - 4,205 and for the variable part 
“P”, b1 = 0,660.

The Omnibus test presented on Table 10 

shows the Chi squared for the model that 
only included the constant and -2LL’s value 
for the current model, which comprised both 
the constant and the “P” variable.

Chi squared = (-2LL model 0) – (-2LL model 
1) = 55,293 - 47,462 = 7,831

As it may be seen, by introducing the new 
“P” variable the model improves its fit with 
regard to its previous situation, which is co-
rroborated by the 0,005 level of statistical 
significance.

Table 11, corresponding to the model’s 

Iteratcon  Plauscbclcty’s - Coefficents      

2 log Constant P
      
	 1	 52,551	 -2,334	 0,291
	 2	 47,943	 -3,551	 0,528
Step	1	
	 3	 47,471	 -4,109	 0,641
	 4	 47,462	 -4,203	 0,660
	 5	 47,462	 -4,205	 0,660
	 6	 47,462	 -4,205	 0,660

a.	Method:	By	steps	forward	(Wald)
b.	The	model	includes	one	constant.
c.	Initial	plausibility’s	-2	log:	55,293
d.	The	estimation	has	ended	on	 iteration	number	6	because	
the	parameters’	estimations	have	changed	less	than	,001.	

Table 9. Iterations historya,b,c,d

Source:	Author’s	own	elaboration.

  Chi gl Sig.  
squared  

  
	 Step	 7,831	 1	 0,005
Step	1	 Block	 7,831	 1	 0,005
	 Model	 7,831	 1	 0,005

Table 10. Omnibus test

Source:	Author’s	own	elaboration.

Step Plausibility’s  Cox and Nagelkerke’s R
  -2log Snell’s R squared  
   squared 

1	 47,462a	 0,098	 0,189

Table 11. Synthesis of the model

Source:	Author’s	own	elaboration.



26

Germán Rubio Guerrero :: Pedro José Sánchez Caimán 

Step Chi squared gl Sig.
    
1	 1,505	 3	 0,681

Table 12. Hosmer and Lemeshow’s test

Source:	Author’s	own	elaboration.

synthesis, shows that the plausibility ratio 
decreased a little, whereas the R2 and Cox’s 
and Snell’s determination coefficient point 
to the independent variable explaining the 
model at 9.8% and 18.9% respectively; even 
though they’re low, they are deemed accep-
table since only one variable was taken into 
account out of the second dimension’s 6 ori-
ginal variables. Hosmer and Lemeshow’s test 
in this case displayed and significance rate 
of 0,681, which shows the model’s goodness 
of fit (Table 12).

A new classification of the model shows it 
to have high specificity (100%) and null sen-
sitivity (0%). With the constant and the only 
independent variable included (P) in the mo-
del, it classifies SMEs who do not perform 
prognoses poorly when Y’s probability’s cut 
off point is stablished at 50% (0.5) by default. 
Likewise, Table 13 displays the variable that 
entered the model, its regression coeffi-
cient with its corresponding standard error, 
Wald’s statistical value used to calculate the 
null hypothesis (βi = 0), its associated statis-
tical significance and OR’s value (βi = 0) with 
its confidence interval.

The building of the logistic regression 
equation (formula 3) proceeds with table 13 
information and it would be as follows:

B E.T. Wald gl Sig. Exp(B) I.C. 95% for EXP(B) 
            Inferior  Superior
             

Step	1a	 P	 0,66	 0,25	 6,989	 1	 0,008	 1,935	 1,186	 3,157	
	 Constant	 -4,205	 1,032	 16,609	 1	 0	 0,015

Table 13. Equation’s variables

Source:	Author’s	own	elaboration.

1
1+exp(4,205-0,660*P)

P(REALPRO=NO)= =P (3)

1
1+exp(4,205-0,660*1)

P(REALPRO=NO)= =P (4) 

1
11+2,718 ^ (3,545)

P(REALPRO=NO)= =0,028 (4.1) 

(REALPRO), a company who does not apply 
prognoses techniques with regard to “P” (the 
company turns to external information to 
perform its prognoses). As such, an organiza-
tion with (P=1) would have, according to the 
logistic equation (formulas 4 and 4.1), a pro-
bability of not performing diagnoses equal 
to:

This algorithm is useful in order to pre-
dict the probability of having the “NO” result 

Based on formula 4.1’s result, which is 
lower than 0.50, it’s possible to state that 
Ibague’s industrial SMEs, based on the va-
riable “the company turns to external infor-
mation to perform its prognoses” (P), have a 
significant probability of applying projection 
techniques to their operations. Within this 
context Genç et al., (2012), Stone and Fiori-
to (1986), Finney (2012), Oliva and Watson 
(2012), Raspin and Terjesen (2007), Hogarth 
and Makridakis (1981), Daniells (1981), Her-
big et al., (1993), highlight external informa-
tion’s importance as a vital input in order to 
apply prognoses techniques.

5. Conclusions
Prognoses constitute a vital tool within 

the process of decision making of different 
organizations. There’s not a single organi-
zational area where the usage of these tech-
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niques isn’t required for the rationalization 
of resources. Within this context, the study 
referred in this article permitted to establi-
sh that a forecasting system bears a multidi-
mensional character; that is to say, it cannot 
be seen from particular perspectives, on the 
contrary it required a holistic vision, which 
was made evident in the analysis of 18 va-
riables that were considered, which, some to 
a higher extent than others, exercise some 
kind of influence when applying prognoses in 
these organizations. From this perspective, 
these businessmen acknowledge the impor-
tance borne by concepts such as planning, 
organizational structure, communication 
and information systems, training proces-
ses, incentives, teamwork, software, mana-
gement of inventories and decision making in 
implementing these forecasting instruments.

Through the multivariate analysis logis-
tic regression model, it was possible to co-
rroborate that out of all the attributes consi-
dered those exercising the most influence on 
Ibague’s SMEs’ businessmen to apply prog-
noses in their companies are: “prognoses 
significantly influence organizational perfor-
mance” and “the company combines quanti-
tative and qualitative prognoses in decision 
making” from the planning and organization 
of prognoses and “the company turns to ex-
ternal information to perform its prognoses” 
from the prognoses and direction dimension.
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