ABSTRACT: Anatomical variability of patient’s brains limits the statistical analyses about presence or absence of a pathology. In this paper, we present an approach for classification of brain Magnetic Resonance (MR) images from healthy and diseased subjects. The approach builds up a saliency map, which extract regions of relative change in three different dimensions: intensity, orientation and edges. The obtained regions of interest are used as suitable patterns for subject classification using support vector machines. The strategy’s performance was assessed on a set of 198 MR images extracted from the OASIS database and divided into four groups, reporting an average accuracy rate of 74.54% and an average Equal Error Rate of 0.72%.
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1. INTRODUCTION

In morphometrical analyses of Magnetic Resonance brain images from different groups of subjects, the main goal is to examine and identify anatomical differences, that can be associated with the presence or absence of a pathology. Most common approaches for automatization of these analyses comprise two main processes. First, all images are warped or registered together within a common reference frame or template. Then, statistical quantities or comparisons can be calculated, based on specific measurements of interest. Depending on the measurements, morphometric analyses can be classified in landmark-based [1], related with specific spatial information; voxel-based [2], related with intensities or tissue class labels; deformation or tensor-based [3], related with the deformation fields used to align the subjects; or surface-based [4], related with 3D reconstruction of boundaries between main tissues.

All these methods assume, or even force, a one-to-one correspondence between subjects, allowing the computation of statistics from measurements of the same anatomical regions across all subjects. However, due to anatomical variability, this assumption is not completely true. In fact, the same anatomical structure
may be not be present in all subjects, or may exhibit multiple morphologies across the population. On the other hand, some pathologies may affect multiple anatomical structures or interconnected regions, localized far away from each other. These kinds of patterns are difficult to find and analyze with standard techniques.

To cope with this issue, different approaches have been proposed, based on subject clustering [5], multiple atlases [6] or residual error components [7], among others. One of the most effective proposals so far is called feature-based morphometry (FBM) [8], which attempts to identify distinctive, localized anatomical patterns whose occurrences in groups are statistically significant. These patterns are characterized using a set of distinctive scale-invariant features, and these local features thus replace the global atlas as the basis for morphometrical analysis. This approach has been used to model anatomical variability in MR volumes and to discover group-related anatomical patterns in volumetric brain images.

This paper presents an approach to model group differences in structural brain MR images, based on visual saliency maps. A state-of-the-art visual saliency method [9] is used to generate saliency maps that highlight particular regions, which can be associated to disease-related patterns that allow further subject classification, in particular Alzheimer’s disease. It is important to highlight that the construction of the saliency maps did not include any a priori information regarding the pathology. The visual saliency maps are used to build an image kernel (calculated with two different measures), which is fed to a support vector machine to deliver an adequate differentiation between normal controls (NC) and probable Alzheimer’s disease (AD) subjects. To our knowledge, none of the existing methods have addressed the problem of automatic classification of MR volumes using visual saliency regions as features, which turn out to be anatomically consistent with brain regions known to differ between AD and NC groups.

In the next section we first describe the proposed method, followed by experiments using the OASIS dataset [10]. We also compare the results with other previously proposed methods.

2. CLASSIFICATION OF NEURODEGENERATIVE DISEASES

Two different kinds of classification systems recently proposed for diagnosis support of neurodegenerative diseases based only on information from structural MR images can be identified. The first one makes use of shape descriptors applied on manually [11,12] or automatically [13,14] segmented anatomical regions, previously known to be affected by the disease, however, the obtained results are subject to the segmentation accuracy and prior information about anatomical regions. The second approach performs statistical analysis of the brain images without including any prior pathological information [15,16,17], which can potentially discard relevant regions from the classification analysis.

The first step in a classification method for brain images is the inference of those voxels where the morphological structures differ between groups of patients, thus reducing the amount of information available for training the model. This inference is usually established through voxel-by-voxel statistical analysis of the structural MR images. Moreover, given that the morphological changes due to pathological process do not occur at isolated regions [15], most current approaches group the discriminative voxels in irregular regions, using them to characterize the brain changes.

Fan et al. [15] proposed the COMPARE (Classification Of Morphological Patterns using Adaptive Regional Elements) method for classification of structural MR images, by combining a deformation-based morphometry approximation together with Support Vector Machines (SVM). The tissue probability maps, extracted for each subject using the RAVENS method [18], are further segmented with a watershed-based algorithm according to a discrimination measure between neighboring voxels. This measure results from the combination of the Pearson correlation measure between the tissue density value at each voxel and its classification label, together with a spatial consistency value. Those voxels with similar values in the discrimination measure are grouped in regions by using a volume increment algorithm. Finally, an SVM model is trained with a feature vector composed of the mean tissue density values per selected regions, leading...
to discrimination between schizophrenia patients and healthy controls. The reported results show an average precision of around 90%, a high figure which is very likely the result of the conditions used, i.e. a very homogeneous group since patients in early stages of the disease were not considered when building the evaluation dataset. This approach has been widely used as a diagnostic tool in other neurodegenerative diseases [17,19,20], however, some disadvantages include the high computational cost for the region extraction process and the use of proprietary methods for the generation of the tissue probability maps.

On the other hand, statistical parametric mapping (SPM) and voxel-based morphometry (VBM) have currently become standard tools for neuronal degeneration studies. Some recent approaches use a combination of SPM and SVM for pathological classification of brain volumes. Costafreda et al. [16] propose to apply ANOVA (ANalysis Of Variance) filters to the tissue density maps obtained with SPM to select those regions of maximum difference between depressed patients and healthy controls, which are then used to predict both the diagnostic classification as well as the clinical response to antidepressant medicines. A t-Student test can be applied afterwards to the gray matter density maps to extract specific regions suitable for classification of Alzheimer’s disease patients. In a similar approach, Savio et al. [21] uses groups of voxels extracted with VBM for identification of Alzheimer’s disease in MR images. Three different descriptors were evaluated: proportion of gray matter, mean and standard deviation of VBM groups, and the intensity values of all voxels segmented as gray matter. Best performance is obtained with statistical measures of the extracted regions.

3. PROPOSED APPROACH

The proposed approach for classification of brain MR images can be roughly divided in two main steps: a learning or training process, which is performed only once, and the classification procedure, which takes place each time a new image arrives to be classified. All training and testing images are processed using a state--of-the-art visual saliency method [9], to identify salient regions based on common low-level features such as intensity, orientation and edges. Then, a support vector machine (SVM) is trained using an image kernel defined over the visual saliency maps. The model learned is used for further classification of normal and pathological volumes.

3.1. Visual Saliency Maps

Calculation of saliency maps on volumetric MR brain images can be performed by applying a visual attention method on each 2D slice, following the acquisition orientation, given that the in-plane resolution is usually more detailed. Our aim is to model anatomical changes related with functional disturbances that result in local and global morphological alterations. This problem is equivalent to finding preferential information fluxes among a net of nodes belonging to a fully-connected graph and has been successfully solved as the well known PageRank algorithm [22]. On the other hand, radiologists usually analyze images by looking at distinctively regions and comparing them in terms of dissimilarity measures [23]. There exist different approaches to calculate the image saliency in natural images, but none of them has been applied to medical images. The Graph-Based Visual Saliency (GBVS) approach, proposed by Harel et al. [9], includes a semantic notion of dissimilarity between pixels as well as a straight manner of calculating saliency values as the equilibrium distribution of Markov Chains defined on a scaled version of the original image which is modelled as a fully-connected graph. An analysis on the low-level characteristics was herein performed to adapt the saliency approach to MR images, including edges as one of the relevant features.

Calculation of saliency maps depends on first computing some feature maps. For MR images, the features selected were intensity, orientation and edges (extracted using the Sobel operator), because they are oriented to give insights about shape distortions. With these, feature maps are calculated at different image scales. Subsequently, a fully-connected graph is defined on each feature map, where edges store information of dissimilarity between nodes (image pixels) plus their closeness (modeled using a Gaussian function with $\sigma = 15\%$ of image width). Then, activation maps are estimated by constructing a Markov Chain of the graph and calculating its equilibrium distribution as the principal eigenvector of the transition matrix, using the Power Iteration Method. Once the activation maps are computed, the same Markovian approach is applied to
normalize each one, and then, per each feature channel all scale maps were summed up and finally all these are combined into the master saliency map. In the combination step, the saliency maps can be weighted by feature to give more or less importance to each feature, however, we have chosen to assign the same weight to all feature maps.

As an example, Figure 1 presents a slice of the obtained maps per feature (intensity, orientation and contrast) for a given brain MR image, and the corresponding master saliency map obtained for this image. In all saliency maps, values range from 0 (black) to 255 (white), the brighter the pixel, the more salient it is. The size of salient regions is controlled by the $\sigma$ parameter in the closeness function between image pixels.

![Figure 1](image)

**Figure 1.** Example of saliency maps of brain MR images. (a) image slice. Corresponding feature maps: (b) intensity, (c) orientation and (d) contrast. (e) Final master saliency map.

### 3.2. Classification using SVM

The SVM is a supervised learning method commonly used for two-class classification problems. It is based on using a nonlinear mapping of each element to a high dimensional feature space, where a linear surface can be placed to separate the elements of the two classes. A kernel function implicitly defines a nonlinear mapping from the input space to a feature space.

In our approach, the two classes were AD (Alzheimer’s disease) or NC (normal control), and the elements to be classified correspond to the 3D saliency maps of each training subject, calculated in the previous step by stacking the 2D saliency maps from each individual slice in the volume. Let $\{X^a\}_a$, $a = 1, \ldots, n$ be the set of images of the class $X$ and $\{Y^b\}_b$, $b = 1, \ldots, m$ the set of images from class $Y$. The saliency maps per image are obtained by

$$\{S_X^a\}_a, \text{ where } S_X^a = \text{gbvs}(X^a);$$

$$\{S_Y^b\}_b, \text{ where } S_Y^b = \text{gbvs}(Y^b)$$

Two different precomputed kernels were used for SVM classification, based on two different measures: Jaccard overlapping coefficient and histogram intersection$^1$. For overlapping computations, the saliency maps are binarized using a threshold $T_h = 200$

$$B_p(i, j, k) = \begin{cases} 1 & S_p(i, j, k) \geq T_h \\ 0 & S_p(i, j, k) < T_h \end{cases}, \quad p = \{X, Y\}$$

, and then are compared with the following formula

$$J(B_p, B_q) = \frac{|B_p \cap B_q|}{|B_p \cup B_q|}, \quad p, q = \{X, Y\}$$

where $B_p$ and $B_q$ are two different binary saliency maps. With histogram intersection, thresholding is not needed, but the original saliency maps are first normalized (to resemble a histogram) and then compared following

$$H_{int}(S_p, S_q) = \sum_i \sum_j \sum_k \min\{S_p(i, j, k), S_q(i, j, k)\}, \quad p, q = \{X, Y\}$$

With these two measures, precomputed kernel matrices are constructed by one-to-one comparison of training

1. Jaccard overlapping coefficient can be seen as a special binary case of histogram intersection.
subjects, obtaining values between 0 (no overlapping or intersection) and 1 (complete overlapping or intersection). The precomputed kernels fed a SVM classifier, and an initial cross-validation procedure is performed in order to adjust the value of the penalty parameter $C$. Finally, with the optimal $C$, the final classification of test subjects is performed.

4. PRELIMINARY RESULTS

A set of 198 brain MR images from healthy (98) and pathological (100) subjects, extracted from the OASIS (Open Access Series of Imaging Studies) database [10], were used to preliminary evaluate the performance of the proposed approach. Each subject has been previously analyzed with a Mini-Mental State Examination (MMSE) and a Clinical Dementia Rating (CDR), and diagnosed as normal controls (NC) or with probable Alzheimer’s disease (AD) using the scores obtained in the MMSE and CDR tests. The OASIS database provides a number of images per subject, from which we have selected the skull-stripped gain-field corrected atlas-registered image to the 1988 atlas space of Talairach and Tournoux [24]. To help comparison of the proposed approach with other classifiers tested on the same dataset [8, 25], results are reported in four different divisions:

- Group 1: 86 subjects aged 60-80 years, mild AD (CDR = 1): 20 AD, 66 NC
- Group 2: 126 subjects aged 60-96 years, mild AD (CDR = 1): 28 AD, 98 NC
- Group 3: 136 subjects aged 60-80 years, mild and very mild AD (CDR = \{1,0.5\}): 70 AD, 66 NC
- Group 4: 198 subjects aged 60-96 years, moderate, mild and very mild AD (CDR = \{2,1,0.5\}): 100 AD, 98 NC

As pointed out by Toews et al. in [8], analysis of classification performance must take into account the clinical and demographic information of subjects in the dataset, given that is more difficult to discriminate between elderly normal and pathological subjects, or between healthy subjects and patients with very mild AD. The four dataset divisions are proposed to illustrate the influence of these aspects. Figure 2 also illustrates these difficulties, by showing a slice of three different volumes: one from a normal subject, another from a patient diagnosed with very mild AD, and the last from a patient diagnosed with mild AD. At the structural images, it is not easy to establish if the differences are due to the disease or to anatomical variability, however, the corresponding slice of the saliency maps (at the right of each structural slice), reveals slightly differentiation patterns that may help the classification.

![Figure 2. Examples of brain MR images and corresponding saliency maps. (a), (b): normal subject. (c), (d): patient diagnosed with very mild AD. (e), (f): patient diagnosed with mild AD.](image-url)
where TP stands for true positives (AD individuals correctly classified), TN for true negatives (NC individuals correctly classified), FP for false positives (NC individuals misclassified) and FN for false negatives (AD individuals misclassified). Table 1 presents the values obtained for accuracy, sensitivity, specificity and F-measure for each classification group, and Figures 3 and 4 presents the receiver operating characteristic (ROC) curves obtained for each measure.

Table 1. Classification results obtained for the proposed approach using two different precomputed kernels

<table>
<thead>
<tr>
<th>Group</th>
<th>Jaccard coefficient</th>
<th>Histogram inters.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc</td>
<td>Sens</td>
</tr>
<tr>
<td>Group 1</td>
<td>86.05</td>
<td>85</td>
</tr>
<tr>
<td>Group 2</td>
<td>74.6</td>
<td>64.29</td>
</tr>
<tr>
<td>Group 3</td>
<td>69.85</td>
<td>75.71</td>
</tr>
<tr>
<td>Group 4</td>
<td>67.67</td>
<td>72</td>
</tr>
</tbody>
</table>

Figure 3. ROC curve of classification results using Jaccard overlapping coefficient.

Figure 4. ROC curve of classification results using histogram intersection.

From these experiments, it can be noted that classification performance is reduced when elderly subjects and/or very mild AD cases are included, as reported also in [8]. In terms of the two measures used in the calculation of precomputed kernels for SVM classification, the Jaccard overlapping coefficient seems to deliver slightly better results than the histogram intersection measure; however, the performance obtained using Jaccard coefficient depends on the chosen threshold value $T_h$, while in histogram intersection no such parameter is needed.

The proposed approach can be compared with previous works that report classification performance over the OASIS dataset. The first work was the FBM framework proposed by Toews et al. [8]. They report classification results over the 4 different groups using the Equal Error Rate (EER), a measure defined as the classification rate where misclassification rates for AD/NC subjects are equal. Table 2 compares the EER values obtained with our two different measures and the values reported in [8] for the same classification groups. It can be noticed that our proposal has the same performance, and even outperforms the FBM framework in the groups that includes elderly subjects.

Table 2. Comparison of classification performance between FBM and our proposed approach.

<table>
<thead>
<tr>
<th>Group</th>
<th>FBM</th>
<th>Proposed approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EER</td>
<td>Jaccard</td>
</tr>
<tr>
<td>Group 1</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>Group 2</td>
<td>0.70</td>
<td>0.72</td>
</tr>
<tr>
<td>Group 3</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>Group 4</td>
<td>0.65</td>
<td>0.67</td>
</tr>
</tbody>
</table>

The second work was an ICA-based automatic classification proposed by Yang et al. [25], which combines an independent component analysis (ICA) over the brain volumes with an SVM in order to discriminate between AD patients and NC. The comparison was made between 4 groups extracted from the OASIS dataset, separated according to age, where the only one that agrees with the experimental groups proposed here is the Group 4. Table 3 presents the accuracy, sensitivity and specificity obtained for our results compared with those reported in [25] for Group 4. It is important to note that specificity and sensitivity in the ICA-based proposal were calculated with formulas different from the standard definition, so the difference is noticeable.
Table 3. Comparison of classification performance between ICA-based and our proposed approach (only Group 4).

<table>
<thead>
<tr>
<th></th>
<th>ICA-based</th>
<th>Proposed approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>67.5</td>
<td>67.67</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>62</td>
<td>72</td>
</tr>
<tr>
<td>Specificity</td>
<td>73</td>
<td>63.27</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this paper a strategy for characterization of group differences from brain MR images based on saliency maps was proposed, implemented and evaluated. This strategy provides a subject classification into normal control or Alzheimer disease patients, based on support vector machines, which was compared with the diagnosis previously given by expert radiologists. Saliency maps allow us to identify regions of relative change in intensity, orientation and edges, associated with each class (demented or non-demented), describing basic regional patterns suitable for subject classification.

Two different measures were tested for the construction of the image kernel for SVM classification: the overlap of binarized saliency maps, and the histogram intersection of saliency maps. The threshold \( T_h = 200 \) used for binarization have been selected after testing with different values: larger values produces smaller binary saliency regions, making it difficult to establish correspondence and overlap between the images; while with smaller values, the obtained saliency regions are bigger, and therefore the particular differences between classes are no longer evident. Using histogram intersection, influence of the thresholding parameter in the obtained results is avoided, without penalizing negatively the classification accuracy.

The proposed approach was evaluated over 198 normal and pathological subjects on the OASIS dataset in terms of standard classification measures, demonstrating promising accuracy results and showing good performance when compared with other methods that report classification results over the same dataset. Future work includes performing an extensive validation with other brain MR image datasets that include patients suffering other AD-related pathologies such as Mild Cognitive Impairment, to test the influence and importance of the selected features in the final saliency map and to include other image features such as other kinds of edge detectors.
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