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ABSTRACT: Many hard optimization problems can only be effectively handled by meta-heuristic methods. Some continuous optimization 
problems have specifi c characteristics that demand a particular interest. These features include the location of the optima in a specifi c region 
of search space. Hence the main goal of this paper is assessing the performance of some outstanding population-based meta-heuristics on 
functions with optima on bounds and problems with optima off bounds. It is studied by taking a set of benchmark functions from the fi eld 
of optimization as a point of departure.
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RESUMEN: Muchos problemas difíciles de optimización son abordables con efi ciencia únicamente mediante técnicas meta-heurísticas. 
Algunos problemas continuos de optimización con características particulares requieren especial atención. Entre dichas características se 
encuentra la ubicación del óptimo en una región específi ca del espacio de búsqueda. De ahí que el propósito principal de este trabajo sea 
la evaluación del comportamiento de algunas meta-heurísticas poblacionales relevantes, tanto en funciones con óptimos en las fronteras 
del espacio de búsqueda como en problemas con óptimos fuera de las mismas. Ello es estudiado a partir de la aproximación de algunas 
funciones estándares de prueba.
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1. INTRODUCTION

Optimization implies finding the best possible 
solution to certain problem. It can be regarded as a 
search for values of decision variables for which an 
objective function reaches its optimum value, either a 
minimum or maximum. Exact optimization methods 
are unfeasible on many large scale problems, even if 
they are P-class. Heuristic techniques are considered 
solutions to such limitations. Despite not guaranteeing 
the optimum solution, they easily guarantee a feasible 
one within a reasonable amount of time [12]; they are 
very useful in the case that the search space is too large 

and it is also for that reason that they are usually used 
in order to approximate NP-hard problems.

A meta-heuristic model is one that relies on some other 
heuristic ones to provide a solution to different sorts 
of problems. It is thus a multipurpose model intended 
to lead the heuristic ones towards promissory areas of 
the search space. Hence the application of the meta-
heuristic approach to different optimization problems 
requiring just a few changes [1]. Among the most 
outstanding meta-heuristic models [12] there are some 
population-based methods such as Particle Swarm 
Optimization (PSO) and Genetic Algorithms (GA).
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Optimization problems having particular features 
demand special attention. For instance, those in 
which the optima lies on search space bounds. Hence 
it is necessary to study the effectiveness of meta-
heuristic methods upon such types of problems. It 
is also recommended to evaluate their performance 
on functions with optimum off bounds in order to 
determine the kind of problem they are more effective 
at solving, depending on the position of the optima. 

2.  TYPES OF PROBLEM ACCORDING TO THE 
LOCATION OF THE OPTIMA

A continuous optimization problem can be defi ned as a 
model P = (S, Ω, f ) where S represents a search space 
defi ned over a fi nite set of decision variables, Ω is the 
set of constraints between these variables and  f : S → 

0  is the objective function to optimize. The search 
space S consists of a set of continuous variables Xj ( j = 
1,…, m) with real values vj in range [aj , bj]. Instantiation 
of a variable Xj is the assignment of a value vj to this 
variable and it is denoted by Xj  ← vj.

A solution s  S is then a complete assignment where the 
values of variables satisfy the constraints in Ω. A solution 
s* S is a global optimum if and only if  s S f (s*) 
≤ f (s) (for the minimization case). Solving this sort of 
problem means fi nding at least one optima solution. 

A specifi c type of continuous optimization problem is 
that where all vj for the optimal solution are at search 
space boundaries. Those bounds are determined by 
proximity to extreme values aj and bj for each variable, 
being such boundaries the ranges [ , ]j j ja a AB  and 

[ , ]j j jb AB b , where ABj denotes its amplitude for 
variable Xj : 

j j
j

b a
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
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As a complement for the type of problem described 
above, problems with optima out of bounds are defi ned 
as those where the optimum is located in the interior 
region of the search space. This region is represented 
by the range [ , ]j j j jo AI o AI  , where oj is the value of the 
origin of the search space for the j-th dimension:
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and AIj denotes the amplitude of the interior region 
for variable Xj:
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3.  EXPERIMENTAL FRAMEWORK

This study’s main purpose is to evaluate the effectiveness 
of some meta-heuristic methods both on problems 
with optima on search space bounds and on problems 
with optimum partly or fully out of bounds. Thus 
experiments were run on 28 benchmark functions, 10 
of them with optima on bounds. Methods are mentioned 
next; problems are introduced as well, detailing most 
of those with optima on bounds.

The termination criterion for every method was the 
maximum number (M = D * 10000) of function 
evaluations, where D is the dimension of the problem 
(10, 30, 50) [10].

3.1.  Meta-heuristic techniques

Because of their remarkable results, some population-
based meta-heuristics from the state of art in continuous 
optimization were included in this study: the generic 
algorithm Cross generational elitist selection, 
Heterogeneous recombination and Cataclysmic 
mutation (CHC) [3], Steady-State Genetic Algorithm 
(SSGA) [11], Linearly Decreasing Inertia Weight in 
PSO (LDWPSO) [9] and Opposition-Based Differential 
Evolution (ODE) [8]. A recent but profi cient method 
presented in [7] Variable Mesh Optimization (VMO) 
was also selected, as well as Covariance Matrix 
Adaptation Evolution Strategy with Increasing 
Population Size (G-CMA-ES) [2], which is a reference 
algorithm in this fi eld as it was the best of all methods 
in 2005 CEC [4]. 

The parameters specifi ed by the authors in all methods 
were used, except for VMO, which was mostly 
confi gured as detailed in [7] but its frontiers operator 
was redefi ned as a BLX-αβ [5] based crossover, based 
on the results reported in [6].
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3.2.  Test functions

The applied test functions are minimization problems. 
Some of these (F1 - F7), all with optima on bounds, are 
described in Table 1.

The remaining problems (F5* - F25*) belong to the 
benchmark function set of the 2005 IEEE Congress on 
Evolutionary Computation (CEC). These problems are 
detailed in [10] as F5 - F25. Functions F5*, F8* and F20* 
have their respective optimum on bounds.

Table 1. Test functions (F1 - F7)

Most of the 28 selected benchmark problems are 
multimodal functions, only F1, F5 and F5* are 
unimodal ones.

3.3.  Analysis of results

Next, results of statistical comparisons of the methods 
are discussed. The six meta-heuristics in study are 
repeatedly compared on sets of 10 functions with 
optima on bounds and of 18 problems with optima off 
bounds. Hence, the mean error of every method in the 
approximation of each function is measured. Thus, for 
both situations depending on the sort of problems, the 
groups (related to the methods) to be compared were 

built from data shown in Table A.I from Appendix A, 
corresponding to such measurements.

By using the Friedman test the performance of all 
methods is compared. If a signifi cant difference among 
them is detected  the Nemenyi test is applied post-hoc, 
to decide what methods are signifi cantly different from 
each other. For all cases the null-hypothesis is that there 
is no signifi cant difference among the behaviors of the 
algorithms in the comparison, i.e. they perform equally 
well. Results of the Friedman test are summarized in 
Table 2, while results of the Nemenyi test are represented 
in Figure 1. The null-hypothesis can be rejected by 
the Friedman test when its statistic is larger than the 
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corresponding critical value ( 2 11.07F   in this study) or 
if its p-value is less than the signifi cance level (α = 0.05). 
Besides, according to the Nemenyi test, two methods 
perform signifi cantly differently if the corresponding 
average ranks differ by at least the critical difference (CD).

On problems with optima on bounds the Friedman 
test detects signifi cant differences among the methods 

for D = 10 and D = 30, but not for D = 50. It means 
that not all methods perform equally well for D = 10 
and for D = 30, while according to such a test they do 
for D = 50. In every dimension ODE outperforms the 
remaining ones, but according to the Nemenyi test it 
is only signifi cantly better than CHC for D = 10, and 
for LDWPSO in all cases, despite the result of the 
Friedman test for D = 50.

Table 2. Friedman test (with α = 0.05) distributed according to chi-square with 5 degrees of freedom ( 2 11.07F  )

D
optima on bounds optima off bounds

statistic p-value null-hypothesis statistic p-value null-hypothesis
10 16.49 5.55E-03 rejected 63.98 4.47E-11 rejected
30 13.94 1.60E-02 rejected 48.67 2.62E-09 rejected
50 9.14 1.03E-01 accepted 50.82 1.00E-09 rejected

Figure 1. Nemenyi test: methods that are not signifi cantly different (with α = 0.05) are connected

On problems with optima off bounds the Friedman 
test detects signifi cant differences among them for 
all dimensions; at least two of the compared meta-
heuristics perform signifi cantly differently. As shown 
above, SSGA is the worst method in the study for this 
type of function; according to the Nemenyi test it is 
significantly outperformed by G-CMA-ES, VMO, 
ODE and CHC for both D = 10 and D = 30, as well 
as by G-CMA-ES, VMO and CHC for D = 50. On the 
other hand, LDWPSO is signifi cantly outperformed 
by G-CMA-ES in all cases and also by VMO when D 
= 10. In addition, G-CMA-ES is signifi cantly better 
than CHC for D = 10, while ODE is signifi cantly 

outperformed by G-CMA-ES, VMO and CHC for D 
= 50.

4.  CONCLUSIONS

Some research regarding performance of six outstanding 
population-based meta-heuristics is shown in this 
paper, taking into account their effectiveness on 10 
benchmark problems with optima on bounds as well 
as on 18 benchmark functions with optima off bounds. 
The experiment was run for problems of 10, 30 and 
50 dimensions. While it is not the main purpose of the 
current one, a scalability study should also include 
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functions of larger dimensions. However, the functions 
studied can be useful to make an approximation of the 
scalability of these methods.

On problems with optima on bounds ODE is the 
method that performs best and which seems to be highly 
scalable. ODE did not perform well with optimum 
off bounds, in this case the best meta-heuristic is 
G-CMA-ES, appearing to be very scalable for this type 
of problem and also more effective and competitive. 

In addition, VMO proves to be more effective and 
scalable on problems with optima off bounds. On the 
other hand, LDWPSO, SSGA and CHC show the worst 
results. Both LDWPSO and CHC are as feasible for 
both types of problems, while SSGA proves better for 
problems with optima on bounds.

APPENDIX

Appendix A. Experimental results

Table A.I.  Mean errors of each method on test functions for all dimensions
CHC ODE LDWPSO

f D = 10 D = 30 D = 50 D = 10 D = 30 D = 50 D = 10 D = 30 D = 50
F1 3.74E+01 9.34E+01 1.43E+02 6.62E-09 8.53E-09 8.80E-09 5.26E-01 1.93E+03 9.51E+03
F2 1.01E+02 1.77E+03 3.76E+03 1.27E-04 3.18E-04 6.36E-04 9.46E+02 5.76E+03 1.20E+04
F3 1.82E+01 7.24E+01 1.36E+02 0.00E+00 6.60E-09 7.90E-09 2.72E+01 1.77E+02 3.52E+02
F4 1.77E+00 1.01E+01 1.69E+01 0.00E+00 0.00E+00 0.00E+00 3.19E+00 1.23E+01 2.18E+01
F5 2.70E+06 4.15E+07 7.24E+06 2.80E-01 2.40E-01 5.54E+00 2.28E+03 3.96E+07 4.80E+08
F6 1.13E-01 7.80E-01 2.12E+00 3.72E-10 8.68E-09 9.08E-09 3.88E-01 1.84E+01 8.54E+01
F7 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
F5* 1.62E+03 5.72E+03 1.02E+04 8.36E-09 2.26E+02 8.63E+03 9.14E+02 1.35E+04 2.92E+04
F6* 5.79E+04 1.10E+07 4.88E+06 1.59E-01 1.31E-05 1.21E+05 5.68E+04 1.58E+09 1.20E+10
F7* 1.27E+03 4.70E+03 6.16E+03 1.27E+03 4.70E+03 2.31E+06 3.02E+00 2.84E+02 8.29E+02
F8* 2.03E+01 2.09E+01 2.11E+02 2.04E+01 2.10E+01 4.79E+04 2.05E+01 2.10E+01 2.11E+02
F9* 6.45E+00 4.41E+01 8.65E+01 7.67E-09 3.98E-02 9.05E-02 2.98E+01 2.42E+02 5.10E+02
F10* 6.81E+00 4.72E+01 1.20E+01 1.37E+01 1.17E+02 1.24E+01 3.46E+01 2.91E+02 2.45E+02
F11* 1.76E+00 1.92E+01 5.85E+02 1.75E+00 3.09E+01 3.32E+05 7.19E+00 3.73E+01 6.21E+02
F12* 1.07E+03 1.04E+04 3.07E+04 2.13E+01 4.94E+04 3.34E+09 1.44E+03 2.94E+05 2.15E+06
F13* 8.59E-01 4.30E+00 1.79E+02 6.47E-01 2.61E+00 3.14E+06 2.47E+00 1.40E+02 2.40E+03
F14* 1.96E+00 1.12E+01 3.96E+02 3.24E+00 1.32E+01 3.13E+02 3.62E+00 1.36E+01 3.96E+02
F15* 3.12E+02 3.36E+02 3.48E+02 3.04E+02 3.48E+02 2.25E+02 4.28E+02 7.11E+02 7.81E+02
F16* 9.72E+01 1.75E+02 1.47E+02 1.09E+02 1.51E+02 5.36E+05 1.72E+02 4.36E+02 5.27E+02
F17* 1.21E+02 2.54E+02 2.70E+02 1.34E+02 2.01E+02 2.15E+06 2.03E+02 5.48E+02 7.08E+02
F18* 9.11E+02 9.11E+02 9.43E+02 4.88E+02 9.05E+02 7.56E+05 9.34E+02 9.06E+02 1.04E+03
F19* 8.87E+02 8.99E+02 9.45E+02 4.84E+02 9.05E+02 7.01E+05 9.26E+02 9.02E+02 1.09E+03
F20* 9.07E+02 8.96E+02 5.90E+02 5.08E+02 9.05E+02 2.75E+06 9.27E+02 9.05E+02 7.17E+02
F21* 7.55E+02 5.38E+02 5.39E+02 5.40E+02 5.00E+02 5.55E+05 1.02E+03 1.04E+03 9.93E+02
F22* 7.62E+02 9.72E+02 9.77E+02 7.70E+02 8.68E+02 3.01E+05 8.57E+02 7.15E+02 5.41E+02
F23* 1.07E+03 5.87E+02 8.03E+02 5.66E+02 5.34E+02 4.81E+06 1.11E+03 1.09E+03 1.14E+03
F24* 3.24E+02 2.16E+02 8.19E+02 2.00E+02 4.17E+02 9.74E+05 5.29E+02 2.36E+02 1.16E+03
F25* 1.78E+03 1.65E+03 1.95E+03 1.74E+03 1.63E+03 3.90E+07 5.06E+02 2.61E+02 5.41E+02
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SSGA G-CMA-ES VMO
f D = 10 D = 30 D = 50 D = 10 D = 30 D = 50 D = 10 D = 30 D = 50

F1 8.94E-09 9.55E-09 9.58E-09 8.92E-22 7.49E-21 1.98E-20 2.91E-02 1.06E-01 2.48E-01
F2 1.73E+01 4.60E+02 1.48E+03 1.08E+03 3.23E+03 7.03E+03 4.69E-03 1.38E+03 4.23E+03
F3 1.04E+01 4.73E+01 8.85E+01 2.82E+01 1.43E+02 2.83E+02 2.13E+00 6.35E+01 1.79E+02
F4 2.59E-01 1.24E+00 3.37E+00 3.71E+00 1.27E+01 2.20E+01 1.90E-01 5.40E+00 1.69E+01
F5 5.10E+01 5.13E+01 5.33E+01 5.87E-23 6.03E-22 2.00E-21 6.87E+00 6.96E+01 5.78E+02
F6 8.01E-02 4.04E-03 1.18E-03 5.62E-03 2.93E-02 2.10E-01 1.98E-01 4.44E-01 5.17E-01
F7 0.00E+00 0.00E+00 0.00E+00 3.20E-01 1.92E+01 2.84E+01 0.00E+00 0.00E+00 4.00E-02
F5* 1.03E+02 2.74E+03 4.96E+03 6.58E-09 8.62E-09 2.85E+00 2.58E+01 8.15E+02 3.88E+03
F6* 3.65E+04 1.37E+05 2.52E+05 4.87E-09 5.90E-09 7.13E-09 1.92E+01 1.38E+02 4.47E+02
F7* 3.36E+04 1.36E+05 2.54E+05 3.31E-09 5.31E-09 7.22E-09 1.27E+03 4.70E+03 6.20E+03
F8* 3.21E+04 1.32E+05 2.49E+05 2.00E+01 2.01E+01 2.01E+01 2.04E+01 2.10E+01 2.11E+01
F9* 3.06E+04 1.33E+05 2.40E+05 2.39E-01 9.38E-01 1.39E+00 5.74E-01 2.85E+01 1.46E+02
F10* 2.99E+04 1.32E+05 2.42E+05 7.96E-02 1.65E+00 1.72E+00 3.79E+00 3.10E+01 7.24E+01
F11* 2.92E+04 1.28E+05 2.35E+05 9.34E-01 5.48E+00 1.17E+01 4.73E-01 7.15E+00 1.99E+01
F12* 2.62E+04 1.26E+05 2.33E+05 2.93E+01 4.43E+04 2.27E+05 1.26E+01 9.04E+03 6.37E+04
F13* 2.65E+04 1.29E+05 2.33E+05 6.96E-01 2.49E+00 4.59E+00 5.55E-01 3.27E+00 1.07E+01
F14* 2.63E+04 1.26E+05 2.33E+05 3.01E+00 1.29E+01 2.29E+01 2.13E+00 1.12E+01 2.06E+01
F15* 2.63E+04 1.27E+05 2.31E+05 2.28E+02 2.08E+02 2.04E+02 1.63E+02 3.07E+02 3.70E+02
F16* 2.63E+04 1.25E+05 2.31E+05 9.13E+01 3.50E+01 3.09E+01 9.56E+01 1.99E+02 2.07E+02
F17* 2.57E+04 1.27E+05 2.30E+05 1.23E+02 2.91E+02 2.34E+02 9.82E+01 2.06E+02 1.60E+02
F18* 2.58E+04 1.24E+05 2.30E+05 3.32E+02 9.04E+02 9.13E+02 5.65E+02 9.05E+02 9.21E+02
F19* 2.43E+04 1.21E+05 2.28E+05 3.26E+02 9.04E+02 9.12E+02 5.64E+02 9.05E+02 9.21E+02
F20* 2.44E+04 1.24E+05 2.27E+05 3.00E+02 9.04E+02 9.12E+02 5.80E+02 9.05E+02 9.20E+02
F21* 2.37E+04 1.20E+05 2.24E+05 5.00E+02 5.00E+02 1.00E+03 4.50E+02 5.40E+02 5.36E+02
F22* 2.42E+04 1.20E+05 2.24E+05 7.29E+02 8.03E+02 8.05E+02 6.62E+02 8.85E+02 9.35E+02
F23* 2.39E+04 1.19E+05 2.23E+05 5.59E+02 5.34E+02 1.01E+03 5.92E+02 5.96E+02 6.37E+02
F24* 2.32E+04 1.18E+05 2.22E+05 2.00E+02 9.10E+02 9.55E+02 2.48E+02 2.00E+02 2.39E+02
F25* 2.36E+04 1.21E+05 2.19E+05 3.74E+02 2.11E+02 2.15E+02 1.75E+03 2.00E+02 1.67E+03
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