A multiobjective approach for non-discretionary variables in data envelopment analysis
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Abstract
Data Envelopment Analysis is a non-parametrical approach for efficiency evaluation of so-called DMUs (Decision Making Units) and takes into account multiple inputs and outputs. For each inefficient DMU, a target is provided which is constituted by the inputs or outputs levels that are to be attained for the inefficient DMU to become efficient. However, multiobjective models, known as MORO (Multiobjective Model for Ratio Optimization) provide a set of targets for inefficient DMU, which provides alternatives among which the decision-maker can choose. In this paper, we proposed an extension of the MORO models to take into account non-discretionary variables, i.e., variables that cannot be controlled. We present a numerical example to illustrate the proposed multiobjective model. We also discuss the characteristics of this model, as well as the advantages of offering a set of targets for the inefficient DMUs when there are non-discretionary variables in the data set.
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1. Introduction

Data Envelopment Analysis – DEA [1] is a non-parametric approach for efficiency evaluation of units called DMUs (Decision Making Unit) that use the same inputs to produce the same outputs. An efficiency index is provided for every DMU and for inefficient DMUs, a target is also provided among other information. This target gives the input or output levels for an inefficient DMU to become efficient. In contrast to this non parametric technique, there are a number of parametric techniques used for instance by [2] to measure efficiency.

However, there may be problems in reaching the one target provided for the DEA model as it may not be viable from a managerial or operational point of view. Therefore, models have been presented that seek other targets taking into
account decision-makers’ preferences [3,4]. The MORO models [5,6] were presented as a way of proving a set of targets instead of a single target for each inefficient, giving the decision-maker flexibility to choose the viable target.

On the other hand, in classical DEA models, analyses can be output oriented or input oriented. That is, we assume that all outputs or all inputs can be modified, or controlled. In real cases, this may not be possible. Some variables are non-controllable due to external or internal factors, yet at the same time, the DEA analysis has to be performed dealing with this fact. The variables that cannot be changed at discretion are called non-discretionary variables. Some authors have presented methods that deal with these situations: first, Banker and Morey [7], then Golany and Roll [8], Camanho et al. [9] and Estelle et al. [10], among others. All these models provide one target for each inefficient DMU.

In this paper, we present an extension of the MORO models to determine a set of targets for inefficient DMUs when there are non-discretionary variables in the analysis. We therefore take advantage of the results of the multiobjective model providing the decision-maker with flexibility, and we take into account non-discretionary variables that are part of the evaluation. To help the decision-maker to choose a target, we also provide a non-radial efficiency index for each target.

We applied this model to a simple and didactic numerical example to show the simplicity of the approach.

This paper is organized as follows. In Section 2, we present the models for non-discretionary variables and the multiobjective models for determining a set of targets in DEA, the MORO models. The proposed multiobjective model with non-discretionary variables is presented in Section 3. After that, in Section 4, we present a numerical example. We present some final comments in Section 5.

2. DEA non-discretionary and MOLP-DEA models

DEA classical models, CCR [1] and BCC [11] use multiple input and multiple outputs to evaluate DMUs. This is carried out by reducing inputs or increasing outputs equi-proportionally, known as radial efficiency.

Nonetheless, the radial efficiency, suitable in many cases, may not be appropriate for many real cases. As a result, models that deal with different situations have been presented. The one situation relevant for this study is the existence of non-discretionary variables. They cannot vary at the discretion of the decision-maker. As part of the analysis they have to be taken into account.

On the other hand, for inefficient DMUs, one target is radially determined. In some cases, the unique target determined for inefficient DMUs may not be feasible due to operational or managerial characteristics. Therefore, models have been developed to present alternative targets [3,4]. The multiobjective DEA model called the MORO model [5,6] was introduced as an alternative to determine a set of targets instead of a single target determined by the DEA mono objective models.

In this section, we present a brief review of non-discretionary DEA models as well as one of the models. We also present the MORO model that will be used in this study.

2.1. Non-Discretionary models in DEA

As mentioned previously, in some real cases, DEA classical models do not take into account variables that cannot be controlled or modified due to fixed production factors or external ones. There are some uncontrollable factors that affect efficiency but do not belong to the production process itself. These variables are commonly called environmental variables and they are not included explicitly in the DEA model. To deal with those variables often requires the use of the so-called multistage DEA model.

In this paper, we are not concerned with those kinds of variables. Rather, we are concerned with the variable that belongs to the production process but cannot be modified according to the decision-maker discretion. In other words, they are fixed for each DMU. For example: when evaluating public schools or public hospitals in Brazil, the number of employees can be one of the inputs. What happens is that by law, they cannot be fired. So, in an input oriented approach, the number of employees variable must be treated as fixed, i.e., a non-discretionary variable as defined in the previous paragraph. We will review papers that deal with the kind of non-discretionary variables as we have defined and we will briefly mention papers dealing with other kinds of non-discretionary or environmental variables. For a more detailed explanation about differences between these two kinds of non-discretionary variables see Camanho et al. [9].

The first model was introduced by Banker and Morey [7] and the input oriented variable returns to scale model is presented in (1).

\[
\begin{align*}
\text{Min } & \theta \\
n \text{subject to } & \\
\sum_{j=1}^{n} y_{ij} \lambda_j & \geq y_{ij}, \ r = 1, \ldots, s \\
\sum_{j=1}^{n} x_{ij} \lambda_j & \leq 0 x_{ij}, \ i \in D & (1) \\
\sum_{j=1}^{n} x_{ij} \lambda_j & \leq x_{ij}, \ i \in ND \\
\sum_{j=1}^{n} \lambda_j & = 1 \\
\lambda_j & \geq 0
\end{align*}
\]

In this model, we can see that inputs are divided into two sets: discretionary (D), that can be controlled, and non-discretionary (ND), or non-controllable. The equi-proportional reduction applies only to the discretionary inputs (set D). Therefore, the only difference between this model and the standard variable returns to scale DEA model [11] is the removal of factor \( \theta \) from the right-hand side of the non-discretionary inputs. This model provides an efficiency index and a unique target for each inefficient DMU, and it has been widely used, for instance, in Fonseca et al. [12] and Soares de Mello et al. [13].

Banker and Morey [7] also provided the output oriented variable returns to scale DEA model for non-discretionary
variables. Analogous to model (1), in the output oriented version, outputs are divided into two groups and then the factor is only multiplied to the controllable outputs.

The constant returns to scale version of this model can be easily formulated with the exclusion of the convexity constraint [14,15]. Another version of this model was introduced by the same authors, Banker and Morey [7].

Golany and Roll [8] extended Banker and Morey’s constant returns to scale model to account for non-discretionary variables in both inputs and outputs. Cooper et al. [14] also presented a model for the same problem, which takes into account the existence of non-controllable variables in both the input and output sets.

Concerning the non-discretionary external factors that affect the production process, also known as environmental variables, (see for instance Fried [16,17]), Daraio and Simar [18,19], Muniz [20], Gomes et al. [21], Lima et al. [22] among others.

2.2. The MORO models

In many cases, the single target provided by the DEA classical models may not be feasible, due to operational or managerial problems, or simply because we have additional information about the variables. Some alternative models have been presented by Thanassoulis and Dyson [3] and Zhu [4]. These models require the decision-maker to establish the importance of each input (output) reduction (increase) factor. For each set of value judgments, a single target is determined.

On the other hand, the MORO models [5,6] provide a non-singular set of targets for each DMU and the decision-maker’s information is required a posteriori. So, it is not necessary to run the model with every change in the decision-maker’s value judgments. Moreover, as we will see in section 3, adapting the MORO models to account for non-discretionary variables requires only a modification in one subset of restrictions.

The most common MORO model is the MORO-D-CRS, presented in (2).

\[
\begin{align*}
\text{Max} & \quad \phi_r, \\
\text{Max} & \quad \phi_s, \\
\text{Min} & \quad \varphi_t, \\
\text{Min} & \quad \varphi_m, \\
s\text{subject to} & \quad \sum_{j=1}^{n} y_{ij} \lambda_j = \phi_i y_{io}, \ i=1,...,s \\
& \quad \sum_{j=1}^{n} x_{ij} \lambda_j = \varphi_i x_{io}, \ i=1,...,m \\
& \quad \phi_i \geq 1 \\
& \quad \varphi_i \leq 1 \\
& \quad \phi_r, \varphi_t, \lambda_j \geq 0
\end{align*}
\]

This model is very similar to the envelopment version of the CCR model. This model allows each variable to change independently, and not in a radial way as the classical DEA models. The \( \phi_r \) factor is the variation for the output \( r \), \( \varphi_t \) factor is the variation for the input \( i \). We have one objective function for each factor, and we try to maximize the factor for the outputs and minimize the factors for the inputs. The restrictions ensure that we will find projections in the efficient frontier, since the variations of inputs and outputs are independent we replace the inequalities by equalities [5,6]. The last two restrictions guarantee that the outputs will maintain their levels or increase and the inputs will maintain their levels or decrease. In this way we will obtain targets that dominate the DMU \( o \) under evaluation, in an approach similar to the Thanassoulis and Dyson mono-objective model [3]. Therefore this model is called MORO with dominance, constant returns to scale, or MORO-D-CRS.

In an approach similar to the Zhu mono-objective model [4], the last two restrictions could be removed. In doing that, any point in the efficient frontier can be a feasible target for the inefficient DMU. This model is called MORO CRS without dominance, or MORO-CRS.

To illustrate these situations, we present Figs. 1 and 2 from Soares de Mello et al. [23]. In both figures a variable returns to scale frontier is shown. In Fig. 1, possible targets for DMU \( o \) using the MORO-VRS model are shows. In Fig. 2, the MORO-D-VRS is used to determine the targets for DMU \( o \). To obtain the variable returns to scale we introduce the convexity restriction (3) in the model. Such a model would be called MORO-VRS or MORO-D-VRS depending whether we consider dominance or not, as in the aforementioned Figures.

\[
\sum_{j=1}^{n} \lambda_j = 1 \tag{3}
\]
We have to point out that it is not only the extreme points that are targets for the inefficient DMU, but also the linear combinations of these points that lie in the efficient frontier can be possible targets. This will happen depending on the method used for solving the multiobjective problem. For example, in Fig. 2, for DMU o, the extreme points or targets, are a, b and o. Also, any point in segments aB and Bb are possible targets for DMU o. Therefore, in theory, we will have an infinite set of targets depending on the method used for solving the multiobjective problem [23].

According to Clímaco et al. [24], the MORO models can be classified into the group that uses multiobjective models to solve problems in DEA. Also, according to the same authors the MORO models may be seen as a formalization of the Golany [25] algorithm.

An efficient DMU is on the Pareto efficient frontier and thus $\phi_r^* = \varphi_i^* = 1$, $\forall \ r, \ i$, as the equality restrictions of the model require nil value slacks. If this is not the case, the targets for the outputs are given by (4) and the targets for the inputs are given by (5).

$$y_{i\theta_r}^* = \phi_r^* y_{i\theta}, \ \forall \ r$$  \hspace{1cm} (4)  

$$x_{i\theta_i}^* = \varphi_i^* x_{i\theta}, \ \forall \ i$$  \hspace{1cm} (5)  

Therefore, the final value $y_{i\theta_r}^*$ and $x_{i\theta_i}^*$ depends on the target chosen by the decision-maker and thus we define the values for $\phi_r^* \in \varphi_i^*$ among the solutions of the MORO model chosen. In this way, alternative targets can be obtained based on the preferences of the decision-maker.

3. MORO model with non-discretionary variables

As seen previously, the MORO models determine a set of targets for each inefficient DMU. We assume that all variables may change their levels in order to be efficient. In some cases, one of the set’s targets may change the level of one variable at a time. Unfortunately, there is no guarantee that the set of targets will always contain a target for any specific non-discretionary variable.

Also, the MORO models allow different degrees of change in input and output levels. Thus, to account for non-discretionary variables, we present an extension of the MORO models. The resulting model is in (6) and is called MORO-D-ND, the MORO model with dominance and inequality restrictions with non-discretionary variables, or simply MORO-ND.

$$\begin{align*}
\text{Max } \phi_r, & \quad \forall r \in D_o \\
\text{Min } \varphi_i, & \quad \forall i \in D_i \\
\text{subject to}
\sum_{j=1}^{n} y_{ij\theta}^{D_o} \lambda_j = \phi_r y_{i\theta}, \quad \forall r \in D_o \\
\sum_{j=1}^{n} y_{ij\theta}^{ND_o} \lambda_j \geq y_{i\theta}, \quad \forall r \in ND_o \\
\sum_{j=1}^{n} x_{ij\theta}^{D_i} \lambda_j = \varphi_i x_{i\theta}, \quad \forall i \in D_i \\
\sum_{j=1}^{n} x_{ij\theta}^{ND_i} \lambda_j \leq x_{i\theta}, \quad \forall i \in ND_i \\
\phi_r \geq 0, & \quad \forall r \in D_o \\
\varphi_i \geq 0, & \quad \forall i \in D_i \\
\phi_r, \varphi_i, \lambda_j \geq 0 & \end{align*}$$  \hspace{1cm} (6)  

In this model, we have a factor for every discretionary input ($D_i$) and output ($D_o$) and so the number of objective functions is the number of discretionary variables. We have divided the restrictions of the inputs and outputs in two groups, one that deals with discretionary variables ($D_i$ for inputs and $D_o$ for outputs) and one that deals with non-discretionary variables ($ND_i$ for outputs and $ND_o$ for inputs). For the first group, as the variables are allowed to change independently, we have a set of equalities, in a similar approach as the MORO models (2). For the second one, in which variables cannot be changed, we set inequalities similar to the envelopment model, in an approach similar to the Banker and Morey’s model presented in (2). The last two restrictions of this model are the dominance restrictions, so for the output, we can increase or maintain the level and for the input we can reduce or maintain the level.

As for the other MORO models, we can obtain a set of targets taking into account the variables that are fixed, for any reason, in the analysis. Obviously, the added advantage is that we do not have to specify an orientation (input or output) for the model, because it is a non-radial model.

We can also account for the variable returns to scale introducing the convexity restriction (7).

$$\sum_{j=1}^{n} \lambda_j = 1$$  \hspace{1cm} (7)  

Also, we can find targets without dominance by eliminating the two last restrictions in model (6).

We can also identify an efficient DMU when $\phi_r^* = \varphi_i^* = 1$, $\forall \ r, \ i$, as the equality restrictions of the model require nil value slacks. If this is not the case, the targets for the variables are given by equations (8) and (9).
In this case, the non-discretionary variables will maintain their levels. Once again, the alternative targets can be obtained based on the preferences of the decision-maker.

4. Numerical example

In this section, we present an illustrative example with 2 inputs and 1 output. Table 1 presents the data set for the numerical example and the standard BCC efficiency index calculated by the SIAD software [26].

Using the BCC model, DMUs A, B, C, F and H are efficient. Now we turn our attention to the targets for inefficient DMUs. To obtain a set of targets for each inefficient DMU, instead of only one target, we use the MORO-D-ND model in (6) with restriction (7).

For DMU D the model is formulated as in model (10).

\[
\text{Max } \phi \\
\text{Min } \varphi
\]

subject to

\[
\begin{align*}
10\lambda_A + 8\lambda_B + 9\lambda_C + 12\lambda_D + 7\lambda_E + 11\lambda_F + 8\lambda_G + 13\lambda_H &= 12\phi \\
3\lambda_A + 5\lambda_B + 11\lambda_C + 8\lambda_D + 3\lambda_E + 4\lambda_F + 6\lambda_G + 7\lambda_H &= 8\varphi \\
3\lambda_A + 12\lambda_B + 5\lambda_C + 7\lambda_D + 5\lambda_E + 8\lambda_F + 7\lambda_G + 6\lambda_H &\geq 7
\end{align*}
\]

\[
\lambda_A + \lambda_B + \lambda_C + \lambda_D + \lambda_E + \lambda_F + \lambda_G + \lambda_H = 1 \\
\phi \geq 1, \\
\varphi \leq 1, \\
\phi, \varphi, \lambda_i \geq 0
\]

\[10 \lambda_A + 8 \lambda_B + 9 \lambda_C + 12 \lambda_D + 7 \lambda_E + 11 \lambda_F + 8 \lambda_G + 13 \lambda_H \geq 12 \]

\[3 \lambda_A + 5 \lambda_B + 11 \lambda_C + 8 \lambda_D + 3 \lambda_E + 4 \lambda_F + 6 \lambda_G + 7 \lambda_H \leq 8 \varphi \]

\[3 \lambda_A + 12 \lambda_B + 5 \lambda_C + 7 \lambda_D + 5 \lambda_E + 8 \lambda_F + 7 \lambda_G + 6 \lambda_H \geq 7 \]

\[\lambda_A + \lambda_B + \lambda_C + \lambda_D + \lambda_E + \lambda_F + \lambda_G + \lambda_H = 1 \]

\[\lambda_j \geq 0
\]

For DMUs E and G, the results are in Table 3.
To obtain the same results using model MORO-D-ND (model (6) with restriction (7)), we would have to introduce the restriction $\phi=1$. This clearly shows that the Morey and Banker solutions are dominated by one of the solutions obtained using TRIMAP.

5. Final comments

In this paper, we have presented a multiobjective approach to DEA models with non-discretionary variables. For efficient DMUs, all objective functions equal 1. For inefficient DMUs, we have obtained a set of targets instead of a single target.

We used the TRIMAP to find the results for the multiobjective models, as this method only finds extreme-efficient solutions. For other targets, other methods can be used, such as interactive methods [31,32] to find a suitable solution for the DMU.

However, the use of non-discretionary variables provides more realistic targets for the inefficient DMUs. As each inefficient DMU has more than one target, decision-makers may choose the the most suitable target among them.

Another advantage of the model proposed in this paper when compared with the Banker and Morey model is that, due to the multiobjective approach of the formulation, in our model the targets are also Pareto efficient.
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