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Abstract
A method to data-mine results of an analog circuit sizing in order to extract knowledge that can be immediately used by designers or students of analog integrated circuit design is presented. The symbolic models, which have been generated using multi-objective genetic programming, are human-interpretable mathematical models. The procedure presented involves two steps: the generation of samples of Pareto-optimal performance sizes of two unity gain cells using the NSGA-II genetic algorithm; and the generation of models of each of the objectives sized by symbolic regression via genetic programming. The functionality of the method to describe circuits is shown in three cases: two current followers and one voltage follower.
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1. Introduction
Analog integrated circuit (IC) design using Metal Oxide Semiconductor Field-Effect-Transistors (MOSFETs) imposes challenges in sizing and selecting the right circuit topology, because of the huge plethora of feasible active devices [1-4]. The sizing problem is about finding the optimal width and length (W, L) values of the MOSFETs, to guarantee optimal performance of active filters, oscillators, sensors and so on [5-8]. The problem of choosing the right circuit topology is known as circuit synthesis [2,3,9] and it is accompanied by a sizing procedure. The selected topology must accomplish a specific function where optimal behavior is achieved through the appropriate sizing (W, L) of MOSFETs. Thus, sizing is the main problem encountered when trying to meet target requirements, such as wider bandwidth, lower power consumption and gain, all at the same time. However, some of these objectives are in conflict.
with each other, thus, a multi-objective optimization is required [10]. The sizing problem for analog integrated
Circuit is more complex than for digital IC due to the very large quantity of performance parameters, and the complex
correlation between them.

The basic cells for designing analog ICs are known as
Unity Gain Cells (UGC) [9]: Voltage Follower (VF), Current
Follower (CF), Voltage Mirror (VM) and Current Mirror (CM).
Among these basic cells VFs and CFs have had much interest in the recent technical literature because of their use,
as an alternative to other more complex building blocks in the
design of analog circuits such as: universal biquad filters,
sinusoidal oscillators, impedance converters, precision
rectifiers, chaotic oscillators, and so on [5-8,11].

The selection of optimal sizes of MOSFETs is a key
factor in achieving higher analog IC performance. Therefore,
the understanding of circuits that a designer could have is the
main ingredient for improving those circuits and thus the
circuit design will be more effective. However, the highly
nonlinear behavior and complexity of analog IC makes it
difficult to obtain insight in a method.

Data-driven modeling (DDM) can help to create models
that capture the behavior of analog ICs and also to increase a
designer’s knowledge of analog ICs. However, the models
created using some DDM techniques do not show the
functional relationships between input and output
parameters.

Human-interpretable mathematical models can be
deployed to capture the optimal performance behavior and to
find the MOSFET sizes behind it. Symbolic analysis and
symbolic modeling can be used to derive human-interpretable
mathematical models of analog IC behavior.
Symbolic analysis of analog ICs addresses the generation of
symbolic expressions for the parameters that describe the
performance of linear and nonlinear circuits [11]. Thus,
symbolic analysis is a systematic approach to obtaining an
understanding of analog blocks in an analytic form. Symbolic
analysis techniques offer a complementary way to analyze
analog ICs. The results of symbolic analysis are
mathematical forms that explicitly describe the functionality of
the circuit as a symbolic expression of the design variables.
Designers use them to gain insight into the behavior of the
circuit. However, their main weaknesses are: 1) limited to
linear or weak nonlinear circuits; 2) large and complex
models; 3) require a great deal of experience from the analog
IC design expert [11].

Symbolic modeling has similar goals to symbolic
analysis, but a different core approach to solving the problem.
Symbolic modeling or symbolic regression is defined as the
use of simulation data to generate interpretable mathematical
expressions for circuit applications [12]. It extracts
mathematical expressions from SPICE simulation data by
means of genetic programming (GP). Since SPICE
simulations readily handle nonlinear circuits [13], its
simulation results may be leveraged for design purposes by
means of symbolic modeling.

Other methods of DDM use a data set obtained from a
statistical sampling of the global behavior of the analog IC
[12,13]. These models are used instead of the circuit simulator in different stages of analog design. However, due
to their global nature they do not answer questions such as:
What are the relevant factors in the optimal gain? What are
the relevant factors in the optimal bandwidth? How do the
trade-offs affect these factors? Answering these kinds of
questions is of utmost importance so as to enrich the
experience of an analog circuit designer.

A promising approach to explore these trade-offs is the
use of the Pareto front of optimally sized solutions of analog
IC [14]. The Pareto optimal greatly reduces the design space,
keeping the best configurations of the circuit and the best
trade-offs possible among the multiple objectives employed.
Thus, the Pareto front provides answers to the questions
posed above.

The objective of this paper is to show a two-step
methodology for the extraction of human-interpretable
mathematical models of the feasible solutions of two Unity
Gain Cells: a Voltage Follower and a Current Follower. The
first step (section II), the optimal selection of design variables
to maximize design objectives is formulated as a multi-
objective optimization problem. The second step, Genetic
Programming (GP) is used to create human-interpretable
models starting from the feasible solution sets obtained from
the first step. In Section III a brief introduction to the
Symbolic Regression by Genetic Programming theory, and
the general scheme of the MultiGene Genetic Programming
(MGGP) method used for this work is given. In Section IV
the details of the methodology proposed are presented. The
experimental results of the methodology proposed to obtain
symbolic models of two UGCs are presented in Section V. A
brief discussion of the results is provided in Section VI.
Finally, in Section VII the conclusions are presented.

2. Background

Data-driven models are built using observed and captured
properties of a system, exhibited under different conditions
or over time, and expressed in numerical form. The task of
empirical modeling, or data modeling, lies in using a limited
number of observations of system variables (data) to infer
relationships among these variables.

The task of modeling is to identify input variables driving
the response variables and formulate the exact relationship in
the form of an accurate model. Fig. 1 depicts a schematic
view of the general process of data-driven modeling. A
system model is the system under study; it can be a real or
simulated process. In Fig. 1 Figure 1 ($x_1, \ldots, x_d$) is a set of
input variables, ($y_1, \ldots, y_r$) is a set of response variables, and
DDM is a collection of relationships that model the observed
responses: ($y_1, \ldots, y_r$) ($f_j = f(x_1, \ldots, x_d), j = 1:r$).

The models obtained through the use of data-driven
techniques can be classified according to their transparency;
i.e., their ease in transmitting relationships between input and
output variables. The first category, “black box” models,
corresponds to those techniques from which information
about relationships between inputs and outputs cannot easily
be obtained. Some of the drawbacks of black-box models are:
1) lack of significant variables determination, 2) difficult to
invert, 3) fundamental structure difficult to interpret, 4) lack
of adaptability to new changes and 5) difficulty of
incorporating expert knowledge. This makes it impossible to answer simple questions about the underlying system, e.g.: What are the ranges of input variables that cause a response to take certain values, and not necessarily the optimal values? Some black-box model techniques include Neural Networks [15-18], support vector machines [19], and kriging [20]. To gain insight into an implicit black-box model, and facilitate its interpretation and manipulation, it is possible to create explicit models from the black-box inputs and outputs. This process is called meta-modeling.

The second category is “gray-box” models; these correspond to those techniques where some insight into the relations between input and output variables can be extracted from the model obtained. Gray box modeling techniques include latent variable regression [21] and nonlinear sensitivity analysis [22]. The most important criteria for these modeling techniques are prediction ability, model building time, scalability, and model simulation time.

However, in contrast to the prediction error minimization method, the problem of knowledge extraction aims to obtain insight from a data set regardless of the complexity of the model obtained. Ideally, a functional relationship of some variables to other variables is sought. The third category is “white-box” model or "glass-box model", this technique can provide insight into relationships between input-output variables. This category includes Symbolic Regression via Genetic Programming (SRGP) which is a technique to automatically generate symbolic models that provide functional relations from given data [23]. As a consequence, SRGP has been successfully used for extracting white box models from samples of the full design space of an analog IC [13,24,25].

3. Symbolic regression by genetic programming

Genetic Programming is a bio-inspired method used in the field of machine learning [26]. An introduction and review of the GP literature is provided by [27]. The main difference between Genetic Algorithms (GA) and GP is the representation of individuals. In the GA individuals are expressed as linear strings of fixed length (chromosome) through all evolution steps; whereas in GP, individuals are expressed as nonlinear objects with different sizes and shapes, normally these nonlinear objects are expression trees. Thus, motivated by the evolutionary process observed in nature, computer programs are evolved to solve a given task. This process is done by randomly generating an initial population of trees and then, by using operations such as crossover and mutation, a new population of offspring is created [26]. A new parent population is selected from the initial and offspring populations, based on how good these trees perform for the given task. The best offspring resulting from this process is the solution of the problem. GP is implemented as per the following five steps:

1) Generate an initial population of individuals formed as expression trees, consisting of the functions (arithmetic, basic mathematical and Boolean functions) and terminals (constants and inputs variables) of the problem.
2) The fitness of each individual in a population is measured through a criterion such as the mean squared error.
3) Likewise, the complexity of the individual is measured through a criterion such as the sum of all nodes in the tree.
4) Better parents are usually selected through a tournament involving comparison of two parents at a time and thereafter, short listing the winner for further competition with the hope that it has a better chance of producing better offspring. The concept of what is "best" may be multi-objective, this means that there are two or more criteria used for selecting "good individuals" for further propagation. Often these criteria are prediction error and model complexity.
5) New offspring are generated by changing the parents through three genetic operations: reproduction, crossover and mutation. After finishing the first cycle of the five steps listed, steps 2 to 5 are iterated. After some condition is reached, the evolutionary process is stopped. This gives rise to a set of solutions ranging from less complex individuals but with high error, to those highly complex individuals that have minimum error.

When GP is used to create empirical mathematical models of data acquired from a process or system, it is commonly referred to as symbolic regression [28]. SRGP is an iterative search technique, that looks for appropriate expressions of the response variable in a space of all valid formulae containing some of the given input variables and some predefined functional operators, like summation, multiplication, division, exponentiation, sine, and so on.

The task of symbolic regression can be stated as follows. Given a set of \( \{(x(t), y(t)), t = 1, \ldots, N\} \), where \( x(t) \) is a \( d \)-dimensional input and \( y(t) \) is a corresponding output value, \( P \) is a set of user-specified functions, \( F \) is the universe of all mathematical expressions formed from \( P \), the task of symbolic regression is to determine a function \( f \in F \), which provides a small prediction error. The resulting function \( f \) is later used to predict the output for a new given input. The quality of \( f \) is determined by how well it maps the given inputs to their corresponding outputs. An advantage of symbolic regression in contrast to classical regression analysis, is that GP automatically evolves the structure and the parameters of the mathematical model.

In contrast to the classical GP, in MultiGene Genetic Programming (MGGP) each symbolic model (expression tree) in the GP population is made from several trees instead of one [28,29]. All of the genes have specific optimal weights.
and the summation of the weighted genes plus a bias term form the final formula. The mathematical form of the multigene representation is shown in (1) [28].

\[ y = \sum_{i=1}^{n} d_i G_i + d_0 \]  

(1)

Where \( y \) is the predicted output, \( G_i \) is the value of the \( i \) – th gene and is a function of one or more of the input variables, \( d_j \) is the \( i \) – th weighting coefficient, \( n \) is the number of genes and \( d_0 \) is a set term. For example, a multigene model that predicts an output variable \( y \) using input variables \( x_1 \) and \( x_2 \) is shown in Fig. 2.

The software GPTIPS [29] is used in the current study to perform MGGP, which produces the symbolic modeling of the optimal sizes \( W \) and \( L \) of a VF and a CF whose data sets are collected in Section 5. GPTIPS is a SRGP code which was written based on Multigene Symbolic Regression to be used with MATLAB®. This software has the ability of avoiding most bloat problems by imposing restrictions on the maximum number of genes, the maximum depth of trees and genes, the maximum number of nodes per tree, and so on.

4. Methodology

The methodology used is comprised of two steps: Pareto Front Generation and obtaining the white box model by using MGGP.

4.1. Pareto front generation

The basic cells for designing analog integrated circuits are several, such as OPAMP, OTA, CC, and so on; but [9] highlights the UGCs: VF, CF, VM and CM. The interconnection of UGCs generates more complex ICs, such as the Current Feedback Operational Amplifier (CFOA). These kinds of ICs have been sized with different optimization methodologies such as the Evolutionary Algorithms [9,10,30,31], with the aim of generating optimal populations of feasible solutions, which approximate the Optimal Pareto set [35]. However, in the optimization of analog ICs, much of the time the best solutions include extreme performance requirements such as ultra-low power, low voltage and high frequency. Therefore, the set of optimal solutions is located in some region of the periphery of the feasible solutions.

Multi-objective optimization is a convenient tool to exploit the feasible and optimal solutions in situations where two or more objectives are in conflict and have to be maximized or minimized at the same time. Thus, the first step of the methodology is to identify the optimal \( I \), \( W \) and \( L \) sizes of two UCGs, a VF and a CF, maximizing the unity gain and bandwidth of such circuits. This is carried out using the process depicted in Fig. 3 [14].

The optimization stage is performed by applying the NSGA-II algorithm [14, 32, 36, 37], to minimize a problem of the form:

\[
\text{minimize } f(x) = [f_1(x), f_2(x), \ldots, f_m(x)]^T \\
\text{subject to } h_k(x) \geq 0, k = 1 \ldots p,
\]  

(2)

where function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m, X = [x_1, \ldots, x_n]^T \) is the decision vector and \( n \) is the number of variables; \( x \in X \), where \( X \subset \mathbb{R}^n \) is the decision space for the variables. All objective functions \( f_j(x) : \mathbb{R}^n \rightarrow \mathbb{R}, j = 1 \ldots m (m \geq 2) \) and \( h_k(x), k = 1 \ldots p \) are performance constraints. Very often, since the objectives in (2) contradict each other, no point \( x \in X \) minimizes the objectives simultaneously. The best trade-offs among the objectives can be defined in terms of the Pareto optimal [36,37].

The NSGA-II Algorithm is based on Pareto ranking. Firstly, two populations \( P_0 \) and \( Q_0 \) are generated, each one of size \( N \). The NSGA-II procedure in each generation consists of rebuilding the current \( (T) \) population \( (R_T) \) from the two original population fronts [36]. In the next step, new offspring \( (P_{t+1}) \) are created from the current population \( R_T \) (previously ranked and ordered by sub-front number), in order to choose from a population of size \( 2N \), \( N \) solutions belonging to the first sub-front. In addition, the last sub-front could be greater than necessary, and the measure \( \text{distance} \) is used to preserve diversity by the selection of the solutions that are far from the rest [38]. To build

![Figure 2. Example of a MultiGene Symbolic Model. Source: Authors’ own.](image2)

![Figure 3. Step 1: UGC sizing optimization for Pareto Front Generation. Source: Authors’ own.](image3)
new generations, we use multi-point crossover and single point mutation as genetic operators. The optimization loop is iteratively applied until some stopping criterion is met, e.g., a certain number of iterations are executed or a sufficient convergence to the Pareto front with appropriate diversity is achieved [37,39].

In this case, each variable \( x \) represents the Width (W) or Length (L) of the MOSFETs, or the bias current (I). Those values are integer-multiples of a minimum value allowed by the fabrication process. The objectives \( f(x) \) are the circuit performances which are unity gain and high bandwidth, that are extracted from the output of the SPICE simulation. The output of the first step is a set of points of the Pareto front, as is shown in Fig. 3.

### 4.2. White box model generation

A set of samples of the Pareto front can provide information to answer questions on feasibility and performance trends. The proposed approach includes a second step: white box model generation. For this paper the models are of gain and bandwidth performances of the sizes W and L of the UGCs. These are obtained by using symbolic modeling through MGGP. Fig. 4 depicts the process of construction of the white box models of feasible performance solutions of the UGCs.

The aim of symbolic modeling is to use simulation data to generate interpretable mathematical expressions that relate the circuit performances to the design variables [13]. Thus, those mathematical expressions replace complex systems whose performance evaluation is computationally expensive. Moreover, the symbolic models obtained can provide insight into the underlying system, unlike other modeling methods like kriging, neural networks or support vector machines.

Generating a white box model by symbolic regression usually involves three steps:

1) Design of experiments. It encompasses the selection of sample vectors to build the model. A wide variety of techniques are available, ranging from the classical Monte Carlo sampling, to latin hypercube sampling [40]. Basically, it tries to achieve a more uniform coverage of the search space with the minimum number of samples.

2) Accurate evaluation. SPICE simulations are used to evaluate the performances for the sample circuits selected in step 1. This is the most computationally expensive step.

3) Model construction. This part concerns building the symbolic model using the data sets obtained in step 2. For the model to be easily understood, low complexity is essential.

Experimental design is not used in step 2. The sample vectors to build the symbolic model correspond to the samples of the Pareto front obtained in step 1 (Fig 3). In this case, the Pareto optimal front has relatively few samples representing the best configurations in the design space. Multi-objective optimization algorithms use different strategies to ensure a good convergence to the ideal Pareto front and a good diversity of solutions within that front; e.g., ranking of solutions and maximization of the crowding distance of non-dominated solutions are used in NSGA-II [36]. Therefore, Multi-objective algorithms play the role of experimental design, i.e. the NSGA-II algorithm gets the sampling set to perform the white box modeling instead of using statistical sampling.

### 5. Experiments and Results

The optimization system has been programmed in standard C, and evolves the Widths (W), Lengths (L) and current bias (I) for each transistor of the UGC. Results are provided by TopSPICE as a listing of output data and are used for evaluating the individuals. The UGCs are coded using eight design variables for the VF and two or three for the CF, as can be seen in Table 1 and Table 2 respectively. For illustrative purposes, two conflicting objectives are shown in Fig. 4; but any number of objectives may be used. The UGCs used are shown in Fig. 5.

To perform symbolic modeling using GPTIPS, the parameters shown in Table 3 are used. Parameter settings play a major role in implementing the MGGP efficiently. The majority of parameters were selected based on the most frequently cited values in the literature [2,3,9,29,31]. The function set may include a broad selection of primitives so as

---

**Table 1.** Coding of the VF of Figure 5(b).

<table>
<thead>
<tr>
<th>Gene</th>
<th>Variable</th>
<th>Transistor</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>( I )</td>
<td>( M_1, \ldots, M_{10} )</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>( L )</td>
<td>( M_1, \ldots, M_{10} )</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>( W_4 )</td>
<td>( M_3, M_4 )</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>( W_2 )</td>
<td>( M_5, M_6 )</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>( W_7 )</td>
<td>( M_7 )</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>( W_6 )</td>
<td>( M_8 )</td>
</tr>
</tbody>
</table>

Source: Authors’ own.

**Table 2.** Coding of the CF of Figure 5(a)

<table>
<thead>
<tr>
<th>Gene</th>
<th>Variable</th>
<th>CF 2Var</th>
<th>CF 3Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>( W_4 )</td>
<td>( M_1, \ldots, M_{10} )</td>
<td>( M_{11}, \ldots, M_{20} )</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>( W_3 )</td>
<td>( M_1, \ldots, M_{10} )</td>
<td>( M_{11}, \ldots, M_{20} )</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>( L )</td>
<td>–</td>
<td>( M_1, \ldots, M_{10} )</td>
</tr>
</tbody>
</table>

Source: Authors’ own.
Table 3. Parameter settings for GPTips.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values Assigned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runs</td>
<td>10</td>
</tr>
<tr>
<td>Population size</td>
<td>500</td>
</tr>
<tr>
<td>Number of Generations</td>
<td>500</td>
</tr>
<tr>
<td>Tournament size</td>
<td>4</td>
</tr>
<tr>
<td>Max depth</td>
<td>10</td>
</tr>
<tr>
<td>Max Genes</td>
<td>8</td>
</tr>
<tr>
<td>Function set (P)</td>
<td>+, -, t, t^2, t exp(t), log(t)</td>
</tr>
<tr>
<td>Terminal set (T)</td>
<td>x_1, x_2, [-10,10]</td>
</tr>
<tr>
<td></td>
<td>x_1, x_2, x_3, x_4, x_5, [-10,10]</td>
</tr>
<tr>
<td>Crossover probability</td>
<td>0.6, 0.75, 0.85</td>
</tr>
<tr>
<td>Mutation probability</td>
<td>0.01, 0.05, 0.1</td>
</tr>
<tr>
<td>Direct reproduction</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Source: Authors’ own.
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to evolve a variety of nonlinear models. Of the three functional sets in Table 3, it chooses the smallest. Although the larger sets give slightly more accurate models, their complexity makes them too obscure for practical use. The values of population size and number of generations depend on the complexity of the data. In addition, the number of genes and the maximum depth of a gene influences the size and the number of models to be searched for in the global space.

The evaluation criteria for symbolic models are model precision and model complexity. Model precision is the adjustment for training and test data, using the Root Mean Square Error (RMSE) as an adjustment measure, as in (3), where \( G_i \) is the value of the \( i \)th data sample predicted by the symbolic model, \( A_i \) is the actual value of the \( i \)th data sample and \( N \) is the number of training samples. Model complexity was evaluated as the sum of all nodes in the genes. Using this method we selected symbolic models that were sufficiently accurate and highly interpretable.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (G_i - A_i)^2}{N}} \tag{3}
\]

5.1. Current Follower

The first example of using this methodology is the modeling of the Pareto Optimal Front (POF) of a CF shown in Fig. 5(a). It has \( L \) fixed at 0.7\( \mu \)m, so there are only two variables to model, \( W_1 \) and \( W_2 \): MOSFET \( N \) and \( P \), respectively. These feasible solutions are depicted in Fig. 6.

\[
Ga = -(2.664 \cdot 10^{-7}) x_1^3 x_2
- (1.438 \cdot 10^{-6}) x_1^2 x_2 + 0.0001055 x_1^2 x_2
+ (5.074 \cdot 10^{-5}) x_1 x_2 - 0.0021 x_1
- (4.685 \cdot 10^{-6}) x_2^2 + (7.389 \cdot 10^{-5}) x_2
+ 0.9928 \tag{4}
\]

Once the feasible solutions are obtained, each performance parameter is modeled separately using the MGGP method, as described in Section IV. The symbolic model obtained for the unitary gain of the CF of Fig. 5(a) is shown in (4), where \( x_1 = W_1 \) and \( x_2 = W_2 \). Its approximation behavior is depicted in Fig. 7 where the predicted gain is the value obtained from the symbolic model (4) using the test data; its RMSE is 8.6274\( \times \)10^{-5}.

The second example is the modeling of the POF of the same CF, but in this case, one variable was added to the optimization process. The modeling variables are \( x_1 = L, x_2 = W_1 \) and \( x_3 = W_2 \). \( L \) can take values of 0.4 \( \mu \)m, 0.7 \( \mu \)m, 1 \( \mu \)m, 1.05 \( \mu \)m.
1.4\mu m$. The feasible solutions are depicted in Fig. 9. The feasible solutions from Fig. 6 are part of this set.

Following the steps in Section IV, feasible design parameter solutions for the CF (Fig. 5(a)) are first obtained, and then each performance parameter of the optimization process is modeled with GPTIPS. These produce symbolic models of the gain and CF bandwidth. The symbolic model obtained for the current follower bandwidth is expression (6). The approximation behavior is depicted in Fig. 10; the predicted gain is the value obtained from the symbolic model (6) and the actual gain is the value obtained from the test data (SPICE). The symbolic model obtained for the bandwidth of the feasible solutions for the CF is shown in (7). Fig. 11 shows the behavior of the obtained symbolic model (7) versus the real data obtained using the test data (SPICE).

\[
\begin{align*}
Ga &= -0.004957x_1^2 + 0.1235x_2^3 \\
&+ (-0.001047x_2^2 - 0.3462)x_1^2 \\
&+ (0.001047x_2^2 + 0.005884x_2 \\
&- 0.001047x_3 + 0.3535)x_1 \\
&+ (0.00132x_3 - 0.00736x_2 \\
&+ 0.866)
\end{align*}
\]  

(6)

\[
\begin{align*}
Bw &= (4.6 \cdot 10^7)x_1 + (4.325 \cdot 10^7)x_2 \\
&- (8.329 \cdot 10^6)x_3 \\
&+ (2.606 \cdot 10^5)x_4x_2 \\
&- (2.606 \cdot 10^5)x_2(x_2 - 1.828x_1^2) \\
&- (1.007 \cdot 10^7)x_1(x_1^3 + 2x_1 \\
&- x_3) - (4.45 \cdot 10^7)x_1^3 \\
&+ (2.606 \cdot 10^5)x_1(6.66x_3 \\
&- 30.39) \\
&- (2.606 \cdot 10^5)x_1^2x_2(x_1 - 9.1) \\
&+ (2.797 \cdot 10^6)x_1(x_1 \\
&- 1.835) (16.36x_2 - 33.26x_1 + 134.4) \\
&+ 352.6(x_1 \\
&- (x_1 - 9.1)(x_1 + x_2 \\
&- 7.265)(x_2^2 - 9.286, x_3x_2 + 2x_1) (16.22x_1 + 3.963x_2 \\
&- 60.39)(x_1 + x_1^2 + x_1^2x_3 \\
&- 9.1) + 2.672 \cdot 10^8
\end{align*}
\]  

(7)

5.2. Voltage Follower

Finally, the proposed methodology is applied for modeling the Pareto optimal front of a VF, shown in Fig. 5(b). This VF has eight variables to encode, as seen in Table 1. The Pareto optimal front to be modeled is depicted in Fig. 12. The symbolic models obtained for gain and bandwidth are presented in (8) and (9).

The behavior of the Gain symbolic model (8) and the SPICE simulation result (Actual Gain) are shown in Fig. 13. It can be observed that MGGP is capable of approximating the behavior of actual gain solutions; its RSME is $4.915 \cdot 10^{-4}$. The symbolic model obtained by using the MGGP method is shown in (8). As can be seen, the model is highly interpretable given that it is formed only by additions and subtractions of polynomials. Likewise, the BW symbolic model obtained is shown in (9). Fig. 14 shows the behavior...
of the symbolic model for the bandwidth and the behavior of the actual (SPICE simulated) bandwidth.

$$Ga = (1.487 \cdot 10^{-5})x_2^{13} + (1.351 \cdot 10^{-8})x_2^4$$
$$- (1.351 \cdot 10^{-8})x_2^3x_5$$
$$- 0.0351x_2^2 + 0.08916x_2$$
$$- (1.351 \cdot 10^{-8})x_2^3$$
$$+ (1.474 \cdot 10^{-5})x_3$$
$$+ (4.053 \cdot 10^{-8})x_4$$
$$+ (2.702 \cdot 10^{-8})x_4 + 0.9329$$

$$Bw = (3.44 \cdot 10^5)x_1 - (6.336 \cdot 10^7)x_2$$
$$- 68155.0x_3 - 32300.0x_4$$
$$- 21533.0x_5 - 10777.0x_5$$
$$+ (1.571 \cdot 10^7)x_2^2$$
$$+ 10.68x_2x_3 (1-x_1x_2 - x_4)$$
$$+ x_3 + x_4 + x_5) + 8.878 \cdot 10^7$$

6. Discussion of Results

The symbolic regression process provides an abundant population of different types of symbolic models with different values in RMSE and complexity. Some having a smaller error, have complexities exceeding the hundreds of nodes, making them uninterpretable. In addition to the above, enlisting the functional set drastically increases the complexity of the symbolic models obtained. For that reason, the functional set is limited to only three functions: addition, subtraction and multiplication. In Section 5 symbolic models and their behavior against SPICE simulated data are shown. As mentioned above, symbolic models that are highly interpretable by human beings and can be of practical use are selected.

Given the quantity of individuals that form the population of symbolic models and the complexity and adjustment of each one, this work focused on those models that dominate others for the selection of symbolic models. In other words, individuals in the knee of the Pareto Front of models are selected; this guarantees that selected models are highly interpretable and have a good adjustment.

As is well known, the Pareto-domination based selection of the NSGA-II algorithm succeeds at driving the whole population towards the Pareto optimal set or Pareto Front. However, it has no direct control over the evolution of each individual in the population and thus it has no good mechanism to control the distribution over the PF. That is why repetition is recommended to ensure the location of the real Pareto front. Moreover, the NSGA-II groups individuals from different regions of the design space in the Pareto front. The interpolation of antecedents of two neighbors of the Pareto front may not necessarily be valid.

7. Conclusions

This paper has presented a procedure to data-mine the results of a circuit sizing to extract domain knowledge that can be immediately used by IC experts. Thus, the knowledge can be distributed to designers or students, without the need for more synthesis, since the symbolic models, which have been generated using MGGP, are human-interpretable mathematical models.

The procedure presented involves two steps: the generation of samples of the Pareto-optimal performance sizes of a UGC using the MOGA and the generation of white box models of each of the objectives of this Pareto Front. The symbolic models are formed by additions and subtractions of polynomials; thus, their form is highly interpretable. Nevertheless, these are very hard to invert, so it is necessary to go back to the antecedent simulations. For values between two or more simulation points, interpolation does not always make sense. This is because the antecedent points come from distant regions in the design space. It is important to highlight that in this work, less complex symbolic models were selected despite having a less precise adjustment. Thus, selecting complex models that are obscure as a neural network is avoided.
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