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Abstract 
Network on Chip (NoC) systems were originally developed to provide high performance, using the availability of several processing units, connected to 
a wired network inside the integrated circuit. Wireless NoC (WiNoC or WNoC) are a natural evolution of NoC systems, which integrate a hierarchical 
communication inside the chip for the sake of improving scalability. Task mapping in WNoC systems represents a challenging process, which often 
involves several optimization objectives, such as power, performance, throughput, resources usage, and network metrics. This paper describes a genetic 
algorithm based approach for finding optimal tasks-mapping solutions in design time, for embedded systems working over a WiNoC. The optimization 
objectives were: Speedup, Energy Consumption, and Bandwidth. The target network used for simulation may be viewed as a two-level hierarchical 
WiNoC. The first level corresponds to a set of subnets which are linked by wires and mesh-type. The second level corresponds to a star-topology of 
wireless links, which connect the first level subnets. Proposed algorithm exhibits a good performance in relation to the optimization objectives, concerning 
the target heterogeneous WiNoC. 
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Algoritmo genético para asignación de tareas en sistemas embebidos en 
una arquitectura jerárquica inalámbrica basada en redes de circuito 

integrado WiNoC 
Resumen 
Los sistemas de red en chip (NoC) fueron desarrollados originalmente para proporcionar un alto rendimiento, mediante la disponibilidad de varias unidades 
de procesamiento, conectadas a través de una red cableada dentro del circuito integrado. Wireless NoC (WiNoC o WNoC) son una evolución natural de los 
sistemas NoC, que integran una comunicación jerárquica dentro del chip para mejorar la escalabilidad. El mapeo de tareas en los sistemas WNoC representa 
un proceso desafiante, que a menudo implica varios objetivos de optimización, como potencia, rendimiento, productividad, uso de recursos y métricas de 
red. Este artículo describe un algoritmo genético basado en un enfoque para encontrar soluciones óptimas de asignación de tareas en tiempo de diseño, para 
sistemas embebidos que trabajan sobre un WiNoC. Los objetivos de optimización fueron: Aceleración, Consumo de Energía y Ancho de Banda. La red de 
destino utilizada para la simulación puede ser vista como un WiNoC jerárquica de dos niveles. El primer nivel corresponde a un conjunto de subredes que 
están conectadas por cables y son de tipo malla. El segundo nivel corresponde a una topología en estrella de enlaces inalámbricos, que conectan las subredes 
de primer nivel. El algoritmo propuesto muestra un buen desempeño en relación con los objetivos de optimización y la WiNoC heterogéneo simulada. 

Palabras clave: WiNoC;  NoC; Inalámbricas; Jerárquicas; Genético; Mapeo. 

 

1. Introduction

Complexity in computing systems has been growing in an

How to cite: Sacanamboy-Franco, M., Bolaños-Martinez, F., Bernal-Noreña, A., and Nieto-Londoño, R., Genetic algorithm for task mapping in embedded systems on a 
hierarchical architecture based on wireless network on chip WiNoC . DYNA 84(201), pp. 202-209, 2017.

exponential fashion, as predicted by Moore's Law. According 
to with such law, the performance of computational systems 
doubles, and their prices fall by half, every eighteen months 
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[1]. Along recent years, improvements in performance have 
been a consequence of the use of several processing units, or 
cores, which are able to execute concurrent tasks. Such 
implementations are often referred as multicore, depending 
on a number of cores which compose the computing system 
[2]. Multicore systems are present in almost every computer 
applications, such as mobile phones, ultra-high performance 
computers, as well as desktop and laptop computers [3]. 
Multicore systems are also widely used for embedded 
applications, which exhibit several constraints related to 
objectives such as performance or real-time deadlines, as 
well as an increased complexity. Such bunch of conditions 
cannot be met without the use of several processing cores [4]. 
It is expected that the number of processing units shall grow 
in an exponential way, in a similar fashion as the formulation 
of Moore's Law. Such feature imposes several new 
challenges to the designers of these systems, which need to 
guarantee optimality of the application execution and 
resources usage, whilst coping with design constraints. 

Another important issue in multicore systems is related to 
the communications among the processing cores. Network on 
Chip (NoC) systems have been proposed as a solution for 
such a problem. NoC systems might be viewed as a special 
case of multicore systems, in which both the set of processors 
and a communication network among such processors have 
been integrated into the system chip. Such features make 
NoCs very suitable for high-performance embedded 
applications [5], since requirements such as concurrency can 
be easily fulfilled [6]. But these advantages also imply some 
new challenges and add optimization objectives to the design 
process, such as bandwidth and link delay. 

For high-speed computing systems, performance is a key 
measurement, since it assesses the system efficiency for 
executing a set of concurrent tasks. Performance may also 
serve as comparison criterion for multicore systems and 
communication networks [7]. However, in the presence of 
several processing cores, modeling system performance is 
not an easy task. In single-core systems, performance has 
been easily calculated as the inverse of execution time. Such 
appraisal is not suitable for multicore systems, since 
concurrency and resources usage should be taken into 
account. That's why for multicore systems, speedup 
measurements are used instead. A speedup measurement 
compares the performance of a given system with respect to 
a reference implementation [8]. 

A NoC system may then be defined as an integrated 
circuit which contains a set of processing cores and the 
corresponding communication network. If the number of 
cores grows, the communication network becomes more 
complex, and latency increases, so it is necessary to improve 
system throughput, as well as its connectivity. Though 
several proposals have been reported in this issue, such as 3D 
NoC, Photonic NoC, and RF NoC, the routing problem is still 
a complex challenge for connecting cores which are far away 
in the chip [9]. A new paradigm has been proposed for 
solving this problem, referred as Wireless Network on Chip 
(WNoC or WiNoC). A WNoC is a NoC with usually wired 
interconnection resources, as well as wireless routers and 
links, which allow a more effective communication among 
faraway cores. WNoC systems may be viewed as a hierarchy 

of two communication levels: The first level is composed of 
wired links and is used for local or nearby connections among 
the cores. Communications through this level are cheaper 
since several wired paths and resources are available. The 
second level corresponds to the wireless links and is used for 
distant connections. Wireless resources are scarcer, which 
implies higher communication costs. Such organization is the 
reason why such systems are also referred as hybrid or 
hierarchical systems [9-11]. 

WNoCs appeared as an attempt to reduce latency in the 
communication network whilst the system size grows. 
However, implementation of such systems imposes 
problems, such as the optimal mapping of executable 
applications to the set of cores, whilst coping with several 
objectives (performance, latency, bandwidth, and so on). 
Concerning the specific problem of task mapping, several 
proposals have been reported, ranging from deterministic and 
exact methods, such as Integer Linear Programming (ILP) 
and Brute-Force, to heuristic solutions. Nonetheless, almost 
all such reported solutions deal with wired NoCs and don't 
take into consideration the two-level behavior of a WNoC. 

This paper describes an approach for static task mapping 
to WiNoC or hierarchical NoC systems for embedded 
systems. The target architectures are heterogeneous by 
nature, which means that each core into the system may be 
different from each other. For the first level of the WiNoC, a 
mesh topology has been used. The second level is composed 
of wireless links with a star topology. Three objectives were 
considered in the optimization process: Speedup, power 
consumption, and bandwidth in the communication links. For 
the mesh wired level, a simple X-Y routing algorithm was 
used. The rest of the document is organized as follows. 
Section 2 describes the more relevant reported works 
concerning WiNoCs and task mapping proposals for this kind 
of architectures. Section 3 introduces the hardware model 
used in the mapping process, as well as the optimization 
algorithm used for task mapping. Section 4 presents obtained 
results and its related analysis, and finally, conclusions are 
presented 

 
2.  Related works 

 
WNoCs have emerged as a promising approach for 

solving NoC problems such as scalability, latency, 
bandwidth, and power consumption, as the amount of 
processing cores increases. Some previous works aimed at 
such objectives were focused on the exploration of wired 
mixed topologies [12-15]. Such systems combine well-
known network topologies, in order to improve the network 
throughput, but don't take into account wireless links. 3D 
NoCs are a special instance of such systems. Another 
approach consists of using a different link media instead of 
wired ones. Optical and RF links have proposed and studied 
[16]. Both 3D NoCs [17-19] and Optical NoCs [20-22], are 
expected to improve power consumption drastically in the 
future, since nowadays heat dissipation is quite high [23,24]. 
Similarly, in optical networks, there is an issue related to the 
optical link reliability, and to the cost of the optical interfaces 
inside the chip [25]. RF-based NoCs are more suitable for 
reducing power consumption and link latency but are limited 
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by the availability of accurate filters and oscillators inside the 
chip [26,27]. WNoC is aimed at the reduction of latency for 
faraway nodes in the network [28]. Nearby cores may use 
regular wired connections, without a sensible reduction in the 
throughput. 

Three kinds of WNoCs have been proposed in the literature. 
Ultra-Wide Band (UWB) NoCs are based in transmitters, 
receivers and antennas, developed at the CMOS scale. Such 
systems operate at a central frequency of 3.6 GHz and a 
bandwidth around 1.6 Gbps. The spatial scope of this technology 
is about 1mm, which makes it suitable for communications inside 
the chip [10, 29]. In the second place, WNoCs based on 
millimetric wavelengths are able to reach bandwidths up to tens 
of GHz [30], and some implementations have been able to reach 
a bandwidth of 500 GHz [31]. The third kind of WNoC is based 
on antennas constructed with carbon nanotubes [32]. Such 
systems can reach high transfer rates, with bandwidths around 
500 GHz [9,10]. However, such technology is nowadays 
considered as immature. 

It seems that the best trade-off concerning links inside a 
NoC system is the use of a hybrid approach. The slow and 
cheap links may be used for short range connections, whilst 
high-speed links, which are more costly, are used for large 
range connections among the cores [16]. Such approach 
allows to simultaneously increasing the bandwidth (by using 
short range wired connections) and improving the power 
consumption (by using large range wireless links) [33]. 

Mapping is one of the most critical stages in NoC-based 
embedded systems design and refers to the allocation of a set of 
executable tasks (an application) to the available resources inside 
the network. Mapping is considered an NP problem [34]. In order 
to solve the problem of mapping a set of tasks into a NoC system, 
the following elements must be taken into account [35]: 
• Figures of merit: They represent the set of optimization 

criteria which are going to be taken into account in the 
mapping process. 

• Common-domain semantic: It relates to the form in which 
the input information is represented, for the sake of 
combining the high-level specification for the application 
and information coming from the hardware platform. 

• Optimization algorithm: Is related to the design space 
exploration process, which searches for the best tradeoff 
among the mapping objectives. 

• Nature of the mapping: The nature of the mapping 
process specify whether such process is going to be 
conducted in design time (static) or in run time (dynamic). 

• Target architecture: Refers to homogeneous or 
heterogeneous NoCs. The first kind refers to networks in 
which all the cores are of the same type. In heterogeneous 
NoCs each core may be different from each other. 
 

Table 1. 
Reported solutions for task mapping into NoC systems.  

Reference Optimization 
Criterion / 

Common Domain 
Semantic 

Mapping Nature 
/ Optimization 

Algorithm 

Target 
Architecture / 
Abstraction 

Level 
[36] Execution time / 

Communications 
Task Graph 

 
 

Static / Exact: 
ILP 

 
 
 
 
 

[37] Temperature / Task 
Graph 

[38] Energy / 
Communications 

Task Graph 

Static / Heuristic 
Constructive: 

Simulated 
Annealing 

 
 
 
 
 
 
 
 
 
 
 
 

Homogeneous 
Architecture / 

Algorithm 
Abstraction 

[39] Throughput / 
Dataflow Graph 

Hybrid (Static-
Dynamic) / 

Custom 
[40] Energy / Task 

Graph 
Dynamic  / 

Custom 
[41] Latency and Power 

/ Task Graph 
Hybrid (Static-

Dynamic) / 
Heuristic 

Transformative: 
Multi-objective 

Immune 
Algorithm MIA 

[42] Energy / Task 
Graph 

Static  / Exact: 
Quadratic 

programming 
[43] Energy / Task 

Graph 
Hybrid (Static-

Dynamic) / 
Heuristic: 
Simulated 
Annealing 

[44] Packet cost / Task 
Graph 

Dynamic / 
Custom 

[45] Execution time / 
Equations 

Static / Exact: 
ILP 

Heuristic 
Constructive: 

Greedy 
[46] Latency and 

Throughput / 
Dataflow Graph 

 
Static / Custom 

[47] Energy / Task 
Graph 

Static  / Exact: 
ILP 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Heterogeneous 
Architecture / 

Algorithm 
Abstraction 

[48] Execution time and 
Energy / Task 

Graph 

Hybrid (Static-
Dynamic) / 
Exact: ILP 

[49] Multiobjective / 
Task Graph 

Dynamic / 
Exact: ILP 

[50] Communication 
cost / Application 

Characteristic 
Graph 

 
 

Static  / 
Heuristic 

Transformative: 
Genetic 

Algorithm 

[51] Communication 
volume / 

Communications 
Task Graph 

[52] Power / Task 
Graph 

[53] Multiobjective / 
Task Graph 

Static and 
Dynamic / 
Heuristic 

Transformative: 
Population-

Based 
Incremental 

Learning (PBIL) 
[54] Communication 

cost / Task Graph 
Dynamic / 
Heuristic-
Dynamic: 

Communication-
Aware Packing 
based Nearest 

Neighbor CPNN 
[55] Energy and 

Temperature / 
Dataflow Graph 

Static  / 
Heuristic: 
Simulated 
Annealing 

    
Source: The authors. 
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• Abstraction level: Is related to the way in which the input 
application is specified. Instances of this choice are the 
Transaction Level Modeling (TLM), or the Register 
Transfer Level (RTL). 
Table 1 summarizes some of the more representative 

works reported in the subject of task mapping into a NoC 
system. 

Table 1 highlights that most of the reported mapping 
solutions are aimed at working with wired NoCs. An 
approach aimed to WNoC is listed in such a table, but it is 
limited to homogeneous networks and to one single 
optimization criterion [44]. 

Though there are several reported works concerning 
Wireless and hybrid NoCs, none of them are devoted the 
mapping problem. The nearest reported approach to the 
mapping problem is related to the location of the wireless 
router [16], but it does not deal with static task mapping. 

 
3.  Methodology 

 
A model for the hardware platform based on a wireless 

architecture WiNoC of two levels, the first level is made up of 
four subnets with four nodes for each subnet, each subnet with 
wired mesh topology in two dimensions. The upper level has a 
star topology, which allows communication between different 
subnets at a faster rate, this level has a wireless connection. The 
communication architecture has five wireless routers (WR) and 
twelve wired (R), the routing algorithm used is the deterministic 
algorithm XY. The target architecture is heterogeneous, i.e. it has 
different types of processors (PE) and is modeled by an 
architecture graph, and applications are represented by task 
graph. Fig. 1 shows the communication architecture for a WiNoC 
of two levels, where the wired links are continuous arrows, and 
wireless links are dotted arrows. 

The task mapping is performed at design time and is 
based on an algorithm of genetic optimization, working with 
three objectives, the maximum acceleration or speedup, the 
minimum energy consumption in communications in the 
nodes and the minimum bandwidth communication resources  

 

 
Figure 1. Communication architecture for WiNoC of two levels 
Source: The authors 

 
Figure 2. Genetic Algorithm for tasks mapping in a heterogeneous network 
WiNoC.  
Source: The authors. 

 
 

of the NoC. Given the application’s task graph and target 
architecture, the problem of tasks mapping can be defined as 
the search for better distribution of tasks, in order to optimize 
both maximum acceleration and minimum energy 
consumption and bandwidth of system implementation. 

The genetic algorithm was implemented in Matlab and 
had initially some adjustable parameters such as the size of 
population (PZ), the maximum number of generations (MG), 
the mutation rate (Rm) and crossover (Rc), task graph (TG) 
application and the architecture graph (ArG) . This algorithm 
has five stages described by functions, as shown in Fig. 2. 

Initialization-Population function. This function creates a 
random population of solutions of a specified size in the input 
parameter (size of population PZ). The population size is a 
compromise between convergence speed and solution 
quality. 

Evaluation-Sorting function. Each solution of the 
population according to the optimization objectives is 
assessed: Acceleration or speedup, given by the ratio of the 
execution time of the application in the fastest node split on 
the execution time obtained in each mapping; Power 
consumption (nodes and communication architecture) and 
bandwidth (BW) resource in the NoC interconnect. The sum 
of these three normalized values represents the output of the 
multi-objective function known in the literature as fitness; the 
calculation is detailed in Eq. (1). In addition to assessing the 
fitness, the solutions, are ordered from more to less fit, 
according to this metric. 

 
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑇𝑇𝑇𝑇) = [max(𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠) + min(𝐵𝐵𝐵𝐵) + min(𝐸𝐸𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐸𝐸)]        (1) 

 
Selection function. Individuals capable for next generations 

are generated, for this task is used the proportional technique to 
the performance function (fitness), which is based on the 
probability distribution given in Eq. (2). 

 
     

 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
∑𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓         (2) 

 
Once the probability vector is obtained (Pfitness), it is 

normalized and generates a random selection of future 



Sacanamboy-Franco et al / DYNA 84(201), pp. 202-209, June, 2017 

206 

parents among random candidates within the population of 
solutions. This makes random selection able to choose less 
likely candidates, in order to maintain diversity in the 
population. 

Crossover function. The crossing of individuals eligible 
to be generated in the selection function is performed. The 
crossing between two individuals generates two offspring 
and is done randomly across the amount of information of 
each individual. The number of individuals generated at the 
crossing is given by the ratio of the crossover rate (Rc) and 
the initial population size (PZ), this relationship is shown in 
Eq. (3). 

 
𝑇𝑇𝑇𝑇𝑓𝑓𝑇𝑇𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 2 × ⌈𝑅𝑅𝑐𝑐 × 𝑃𝑃𝑃𝑃

2
�   (3) 

 
Mutation function. This function randomly selects several 

solutions and the initial population within each solution is 
randomly changed in one of its attributes. The number of 
individuals generated by the mutation process is defined by 
the ratio of the mutation rate (Rm), the size of the initial 
population and number of tasks (Ntask) application, this 
relationship is shown in Eq. (4). 

 
𝑇𝑇𝑇𝑇𝑓𝑓𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐𝑚𝑚 = ⌈𝑅𝑅𝑚𝑚 × 𝑁𝑁𝑚𝑚𝑚𝑚𝑐𝑐𝑡𝑡 × (𝑇𝑇𝑃𝑃 − 1)⌉     (4) 

 
The stopping criterion of the algorithm is given by the 

ratio of the maximum number of generations or the extent of 
diversity of today's population, that is, when the solutions 
tend to be equal, the algorithm terminates. 

 
4.  Results and discussion 

 
The genetic algorithm was written and verified in Matlab 

tool (R2012). Three types of tests for embedded systems 
were performed. Those test allowed to assess the algorithm 
regarding the task mapping problem. The first test was based 
on the application of MPEG-2 video decoder with 12 tasks. 
Profiling runtimes and bandwidth were taken from [4]. The 
second test was a random application with 16 tasks whose 
profiles of time, bandwidth and energy consumption were 
taken from the database Power- Struggles [56] and the third 
test was three synthetic applications of 50, 25 and 13 tasks 
each, generated through the tool called Task Graphs for Free 
(TGFF), which is a GNU tool used for embedded system 
applications. This tool provides information on execution 
times, bandwidth, and energy consumption.  

The target architecture used for testing is a heterogeneous 
architecture represented by an architecture graph, which 
models four subnets 2x2 2D mesh, formed by processors and 
routers, the internal connection of each mesh is wired, and 
wireless interconnection between meshes is done through a 
star topology. The conditions of network traffic are simulated 
by the XY routing algorithm. 

The results obtained for these tests: the best fitness value 
obtained and the average fitness is presented; these are shown 
in Fig. 3 for testing one and two and in Fig. 4 for test three. 

As shown in Figs. 3, 4, the fitness values converge toward 
the maximum value as the algorithm proceeds through 
several generations or iterations. 

 

 
 
Figure 3. Evolution of fitness values for test 1 and 2 WiNoC.  
Source: The authors. 

 
 
In Fig. 5, shows the evolution of the three objectives of 

optimization (maximum speedup, low energy consumption, 
and minimum bandwidth) as a function of the number of 
generations or iterations, these results correspond to the third 
test performed, which has 50 tasks. 

As shown in Fig. 5, each optimization objective value 
reaches a stability point whilst the algorithm progresses. 
Maximum speedup is achieved from the 160th iteration; the 
energy reaches its minimum around the 190th iteration, and 
the bandwidth around the 150th iteration. The whole set of 
tests was performed over 300 generations. 

As there are several optimization targets, and a single cost 
function (fitness) is required to assess the mapping solutions, 
an aggregation technique was used. Such aggregation is 
calculated just as the sum of all the objectives. Given that all 
the targets are equally relevant for the algorithm, equal 
weight was given to each objective. That is why the obtained 
results showed that none of the objective values were favored 
during the optimization process. A weighting strategy may be 
adopted in the aggregation, for the sake of giving more 
importance to one of the normalized objectives and treat it as 
the most important over the remaining ones. 
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Figure 4. Evolution of fitness values for test 3.  
Source: The authors. 

 
 

5.  Conclusions 
 
A multi-objective genetic algorithm has been 

implemented and tuned for the sake of performing task 
mapping over a WiNoC architecture. The obtained results 
show that it is possible to perform the simultaneous 
optimization of several figures of merit in the mapping 
process, such as acceleration or speedup, power 
consumption, and network bandwidth. Obtained results are 
promising. They show that it is possible to compute an 
optimized mapping solution, in a few dozens of iterations, as 
derived from Fig. 3, 4. Performance of the mapping approach 
is a key feature, since despite that the mapping process 
initially was conceived as a design time procedure (static 
tasks mapping), it is possible to migrating it to runtime, in 
order to perform dynamic mapping optimizations.  

Fig. 5 shows the evolution of the several objectives to be 
optimized in the tasks mapping process, and it can be concluded 
that the whole set of objectives describe an asymptotic 
behavior, approaching gradually to their optimum values. 
Despite the main objective of using a WiNoC architecture 

 
Figure 5. Evolution of the optimization objectives, test 3.  
Source: The authors. 

 
 

is to improve system performance, it is mandatory to consider 
other figures of merit, for the sake of avoiding bottlenecks in 
the actual system operation. Such bottlenecks would be 
related to network traffic congestions (which may be avoided 
by optimizing the bandwidth of the whole set of available 
links) and power concentrations (avoided by optimizing 
power consumption by node) which may damage or degrade 
the long-term operation of the system.  

As a future work, novel optimization approaches will be 
explored and tested for the tasks mapping problem, in 
complex environments such as NoC and WiNoC systems. 
Since it is expected that the size of such systems continues to 
grow, the design of efficient mapping strategies shall be a 
more critical feature, with a very high complexity. 
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