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Abstract 
Competitiveness is important for all companies. Because qualitative and quantitative factors are associated with it, strategic decisions must be supported by 
different analytical tools. In this work, we describe the application of specific tools to improve the expansion strategy for a food supplements company which 
is facing strong competitors. Two main alternatives were considered: increasing the production of the current products, and extending the company’s portfolio 
by adding new products. In contrast to other works, the competitors’ key features and likely response were considered as determinant factors for the assessment 
of these alternatives. These were addressed through analytic hierarchy process and game theory tools. Then, economic assessment and optimization of the 
new products’ features were addressed through decision tree and design of experiments tools. The results of this approach corroborate its suitability for other 
companies where appropriate strategic actions must be formulated in advance of the possible competitors’ response to increase competitiveness. 
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Mejora en competitividad mediante la aplicación de herramientas de 
proceso de análisis jerárquico, teoría de juegos, árboles de decisión 

y diseño de experimentos 
 

Resumen 
La competitividad es importante para todas las empresas. Debido a que hay factores cualitativos y cuantitativos asociados, las decisiones estratégicas deben 
estar respaldadas por diferentes herramientas analíticas. En este trabajo describimos la aplicación de herramientas específicas para mejorar la estrategia de 
expansión de una empresa de suplementos alimenticios que se enfrenta a fuertes competidores. Se consideraron dos alternativas principales: aumentar la 
producción de los productos actuales, y ampliar su portafolio agregando nuevos productos. A diferencia de otros trabajos, las características clave de los 
competidores y la respuesta probable se consideraron factores determinantes para la evaluación de las alternativas. Estos se abordaron a través de herramientas 
de Proceso de Jerarquía Analítica (AHP) y Teoría de Juegos. Luego, la evaluación económica y la optimización de las características de los nuevos productos 
se abordaron a través de las herramientas de Árbol de Decisión y Diseño de Experimentos. Los resultados de este enfoque corroboran su idoneidad para otras 
empresas donde se deben formular acciones estratégicas adecuadas con anterioridad a la respuesta de los posibles competidores para incrementar la 
competitividad. 
 
Palabras clave: competitividad; AHP; teoría de juegos; árbol de decisión; diseño de experimentos.  
 

 
 

1. Introduction 
 
Different strategies have been established to improve the 
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economic growth of companies through an increase in their 
competitiveness. Because this involves the companies’ 
abilities to supply goods and services within a market in the 
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presence of other companies (competitors), strategies to win 
market share from them must be addressed with different 
analytical tools [1]. 

In particular, the a-priori identification of the strongest 
competitor, and its likely responses within the market, are 
two main strategic features which can improve the 
companies’ competitiveness. Note that this involves 
qualitative and quantitative factors that must be studied 
through an integrative decision process. 

Decision making is a problem-solving activity that can be 
defined as the selection of a course of action among several 
possible alternatives to achieve the most suitable solution. 
Depending on the problem’s complexity, this activity may 
involve the integration of different criteria and analytical 
tools, leading to multi-criteria decision processes [2]. This, 
however, is not an easy task because different alternatives 
may conflict with each other based on the same set of 
decision criteria. The use of formal analytical tools can 
reduce this risk for the efficient assessment of alternatives 
associated with the best outcomes [3]. 

In this work, a multi-criteria decision-making approach is 
described to evaluate and improve the competitive strategy of a 
food company which is focused on two alternatives for expansion: 

Increasing the production volume of current products. 
Introducing the production of a new product line. 
These alternatives are considered to increase the profits 

of the company and recover some of the market share which 
has been lost due to the presence of two strong competitors. 
Thus, the proposed multi-criteria approach contributes with 
the assessment of the competitors’ profiles to evaluate their 
likely responses to the company’s actions. As many criteria 
are associated with these aspects, tools of analytic hierarchy 
process (AHP), game theory, decision tree and design of 
experiments (DOE) were considered for this decision 
approach.  

This work is organized as follows: first, Section 2 
presents the technical background of the tools considered; 
then, in Section 3, the details of the approach within the 
context of the company’s requirements are presented and 
discussed. Finally, the results are presented in Section 4 with 
the conclusions and future work presented in Section 5.  

 
2. Technical background 

 
2.1  Analytic hierarchy process 

 
AHP is an analytical method in which quantifiable and non-

quantifiable data can be analyzed to support decision making. 
This is important because experience and knowledge mixed with 
data are the basis to make appropriate decisions [4]. 

AHP was developed by Thomas Saaty in the 1970s to solve 
the cognitive limitations of decision makers [5-7]. It facilitates the 
identification and assessment of the factors which contribute to a 
solution. The AHP is performed in two stages:  
a) A hierarchical structure is designed which relates criteria to 

alternatives. Note that more than one structure is possible as 
they are built according to the available information. 

b) The assessment of each identified criterion with each 
alternative is computed as a comprehensive metric. As in the 
previous stage, more than assessment is possible due to the 

assignment of “importance” scores to each criterion and 
alternative. The Saaty scale (see Table 1) helps to prioritize 
and weight this information to achieve consensus among the 
decision makers. It is based on paired comparisons of the 
identified criteria and evaluates their consistency: “the 
elements in a level of the hierarchy are compared in relative 
terms as to their importance or contribution to a given 
criterion that occupies the level immediately above the 
elements being compared” [4]. Once identified and 
evaluated, the criteria of the hierarchy model are added to 
obtain the overall weight; this is known as the principle of 
hierarchical composition [4]. To compare the criteria, the 
evaluation or comparative matrix of elements by level and 
consistency must be constructed (see Table 2). 

 
2.2 Game Theory – Bayesian Game 

 
Game theory is the basis for the analysis of decisions 

under conditions of risk, conflict or cooperation between 
participants. The game method can be used to simulate the 
strategic relationship between two or more players, with the 
objective of finding the best reward for all players. Although 
game theory is used in many areas, it is very popular in 
economics. Modern business is characterized by 
aggressiveness, determination and timely decision making, 
all of which are focused on generating profits. Game theory 
helps to make the best decisions as quickly as possible, so 
that entrepreneurs can manage their profitability within the 
current markets, which are highly dynamic [8]. 

 
Table 1. 
Saaty scale 

Intensity of 
Importance 

Definition Explanation 

1 Equal Importance 
Two activities contribute 
equally to the objective. 

2 Weak or Slight   

3 Moderate Importance 
Experience and judgment 
slightly favor one activity 
over another. 

4 Moderate Plus   

5 Strong Importance 
Experience and judgment 
strongly favor one activity 
over another. 

6 Strong Plus   

7 Very Strong 
An activity is favored very 
strongly over another. 

8 Very, Very Strong   

9 Extreme Importance 

The evidence favoring one 
activity over another is of the 
highest possible order of 
affirmation. 

Source: Own Work 
 
 

Table 2. 
Evaluation / comparative matrix 
 

 1 a12 a13 … a1n 

 a21=1/a12 1 a23 … a2n 

A= [aij]= a31=1/a13 1/a23 1 … a3n 

 … … … … … 

 an1=1/a1n 1/a2n 1/a3n … 1 

Source: Own work  
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Table 3. 
Elements that make up a decision tree 

Element Symbol 
Decision Node 

Node associated with a main decision  
Uncertainty Node 

Node associated with an uncertain event (external 
factor) which is modelled by a probability.  

End Node 
Node with the cumulative result throughout the 
branch of decision and uncertainty nodes.   

Branches 
Sequence of decision and uncertainty nodes which 
leads to a specific end node.   

Source: Own Work 
 
 
Because game theory is the logic behind strategic science, 

mathematical research and conflict and cooperation, it is a 
powerful tool to analyze how the decisions of multiple 
participants may affect the compensation of each participant 
[8]. 

In general terms, game theory considers two schemes: a 
broad form of play, and the result of a larger game composed 
of more basic games [8]. The broad form defines a set of 
possible actions for players in the game, the sequence of these 
actions and each decision maker or player’s understanding of 
the actions and preferences that other players can take. Any 
sequence of actions taken along the broad form or “path of 
play” ends with a result. Players prefer integrity and delivery 
of results, and these preferences are represented by utility 
functions [10]. 

By learning the concepts and models of game theory, 
decision makers can improve their understanding of the 
dilemmas they may face in different situations, thus solving 
problems in a more rational way [11]. Thus, game theory has 
been successfully applied to many important problems such 
as in negotiations and financial risk assessment [12–15].  

 
2.3 Decision trees 

 
The decision tree is a method of selecting the most 

appropriate alternative in a decision process based on several 
available options. This method makes use of a tree structure, 
as more than two options may be available, and branches 
represent the different outcomes and associated decisions 
which may be associated with each option. Note that the 
different alternatives also involve the presence of risk, which 
is modelled with probabilities. This is because the 
alternatives also depend on the uncertainty of external factors 
[16]. Table 3 presents the main elements of a decision tree. 

To build a decision tree, the decision maker must be 
provided with the best and most complete information, in this 
way reducing the risk in order to provide the most reliable 
solution.  

 
2.4 Design of Experiments (DOE) 

 
DOE is a statistical tool which supports the identification 

of data patterns from a series of experiments to determine the 
variables and their interactions which are more likely to 
influence a response or variable of interest. When using this 

tool, it is essential to know the system and the purpose of the 
experiment in order to be able to distinguish interactions that 
are not significant and to handle errors more assertively [17]. 
Although it is an effective tool to improve and optimize 
processes and products, its application requires specific 
conditions to perform the experiments and to measure the 
response. Hence, experiments must be planned well in 
advance, and the following stages are identified [18]: 
Identification of the Problem; Selection of the Factors and 
their Levels (states of a factor); Selection of the Response 
Variable; Selection of the Experimental Design; Realization 
of the Experiments; Analysis of the Information; and 
Conclusions and Recommendations. 

 
Table 4. 
Background of Company A. 

Commercial 
Registration 

Company A S.A. de C.V. in Mexico (local 
family business) 

Year of Creation 2012 
Field Manufacture of food and natural supplements 

based on Nopal, Seeds, Granola, etc. 
Size of Labour 
Force 

10 workers 

Product Distribution Local city and surroundings 
Main Products (unit 
sale cost, estimated 
annual sales) 

P1          78.0      78000 
P2          65.0      52000 
P3          55.0      49500 
P4          50.0      45000 
P5          50.0      35000 
P6          45.0      33750 
P7-P20  25.0      75000 

Problem  Company A is considering an expansion within 
the city to increase sales, as these have been 
reduced by the presence of two recently-created 
competitors (Companies B and C). 
This must be evaluated accordingly because the 
COVID-19 pandemic has limited the availability 
of raw materials, leading to a  30% reduction in 
production capacity. On the other hand, sales 
have been maintained with a decrease of 20%.  
The following alternatives are considered to 
achieve the required expansion: (a) increase the 
production rate with an investment of $150,000; 
(b) include a new product with an investment for 
the new production process and raw materials 
equivalent to $250,000. 

Source: Own Work 
 

 
Table 5. 
Available information of Company B and C (Competitors). 

Feature Company B Company C 

F1 
Sells products P2, P3 and 
P5 10% cheaper than A.  

Sells products P1–P5 10% 
more expensively than A, but 
with 20% more product 
capacity than A. 

F2 
The manager was 
previously an employee of 
A. 

The manager is the brother of 
the owner of A. 

F3 
Own name and logo 
(brand). 

C uses a name similar to A 
but with a different logo. 

F4 

It maintains a website with 
product catalogs and 
contact information for 
online orders. 

Traditional communication 
channels with retailers (it 
does not maintain a website) 

Source: Own Work 
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3. Methodology 
 
As an initial stage, it is important to gather information 

regarding the situation, characteristics and requirements of 
the company of interest (A). In this case, Table 4 presents an 
overview of this information. 

On the other hand, it is important to gather information 
regarding some features of the competitors (B and C). Table 
5 presents an overview of this information.  

This information was analyzed to identify the strongest 
competitor between companies B and C. For this purpose, the 
AHP tool was applied with the features reported in Table 5. 
Note that these features were associated with the following 
criteria: Price (F1 P), Relationship with Company A (F2 
 R), Identity/Brand (F3  I), and Channels (F4  E).   

Thus, five pair comparison matrixes were generated and 
importance scores were assigned according to the Saaty 
scale. First, the comparative analysis was performed between 
criteria (one 4×4 matrix), and second, between competitors 
based on each criterion (four 2×2 matrices). 

In each matrix it was necessary to verify the consistency 
of the scores (to reduce the risk of conflicting evaluations). 
The consistency index was computed as reported in [19].  

The following assumptions were considered for the 
assignment of scores: 
 Matrix 1 (4×4 between all criteria). It is considered that 

price (P) and the available communication channels (E) 
are more important than identity (I); the relationship of 
the owner with Company A (R) is moderately more 
important than identity (I), and slightly more important 
than price (P). 

 Matrix 2 (2×2 between B and C based on I). B is 
considered more important than C because it possesses a 
name and image, which differentiates it from the other 
competitor. 

 Matrix 3 (2×2 between B and C based on P). It is 
considered that the prices of C are more competitive than 
the prices of B, since, despite being more expensive, they 
offer more product. 

 Matrix 4 (2×2 between B and C based on R). It is 
considered that the fact that the owner of Company B has 
worked for company A represents a higher risk than that 
the owner of company C is a relative of A, since B’s 
owner knows the internal processes of A. 

 Matrix 5 (2×2 between B and C based on E). It is 
considered that Company B is more important than C, 
because it has two communication channels. 

Once the AHP tool supported the identification of the 
strongest competitor, a decision tree was developed to find 
the best strategy to be taken by Company A considering the 
two available alternatives (see Table 4): to increase or not to 
increase operations and, in the case of increasing operations, 
if this is achievable by increasing the production rate or by 
introducing a new product. The following assumptions were 
considered for each of these decisions through a planning 
horizon of three years: 
 By increasing the production rate, the expected sales are 

$418,250.00. 
 In the case of introducing a new product, the expected 

sales are $511,583.33. 

Table 6. 
Main Ingredients for the New Product 

Ingredient Concentrations (grams) Cost per Kilogram 
In1 3 (20 gr, 40 gr, 60 gr) $100.00 

In2 
4 (50 gr, 100 gr, 150 gr, 200 
gr) 

$70.00 

In3 3 (30 gr, 50 gr, 70 gr) $110.00 

In4 
4 (200 gr, 300 gr, 400 gr, 600 
gr) 

$90.00 

In5 2 (3 gr, 6 gr) $80.00 
Source: Own Work. 

 
 

 Pr(M-) is defined as the probability of a decrease in sales 
due to the low demand caused by COVID-19 and the 
competition represented by companies B and C. This is 
estimated as 70%, so the complementary probability 
Pr(M+) is computed as 30%. 

 Pr(O+|M+) is defined as the conditional probability of 
increasing operations as demand increases, and it is 
estimated as 85%. Thus, the complementary probability 
Pr(O+|M-), which is associated with increasing 
operations due to low demand, is computed as 15%. 

Subsequently, a Bayesian Game was designed and played 
to define the best strategy that Company A can take regarding 
the competitive aggressiveness of Companies B and C 
(increase its production line X or introduce a new product Y). 
Here, the players were identified as: Player 1 (Company A 
with a prudent nature), Player 2 (Company B with an 
aggressive and cautious nature) and Player 3 (Company C 
with an aggressive and cautious nature). 

For each of the matrixes used to define the possible 
actions based on these competitive profiles, approximate 
percentages of the minimum profit expected by the 
companies were set for the following three years, considering 
also the required investments. Subsequently, the possible 
responses of Players 2 and 3 were analyzed with their 
corresponding profiles, when performing each of the two 
possible strategies for Player 1.   

Finally, to support the second alternative considering the 
current limitations, a factorial analysis was performed to 
determine the ingredients of the new product which may have 
the greatest impact on the quality perceived by customers. 
For this purpose, the Minitab ® software was used to analyze 
1440 test samples considering five main ingredients (In1, In2, 
In3, In4 and In5) with their different concentrations (see Table 
6). This is also important to determine a competitive price to 
introduce the new product to the market. 

 

 
Figure 1. AHP model to identify the strongest competitor. 
Source: Own Work. 
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Figure 2. Results of the Decision Tree.  
Source: Own Work 

 
 

4. Experiments and results 
 
Fig. 1 presents the AHP model with the scores that 

integrate the different paired comparisons between the four 
criteria and alternatives throughout each criterion. As 
presented, Company B is the strongest competitor. 

Subsequently the best strategy was determined through 
the decision tree. As presented in Fig. 2, due to the high 
expected profits, it is recommended to expand operations by 
including a new product, considering the purchase of 
machinery to minimize production times. 

Tables 7 and 8 present the results of the Bayesian Game, 
which indicate that the most convenient strategy for 
Company A consists of the introduction of the new product, 
regardless of the strategies that its competitors may take. 
Note that X1 and Y1 represent the strategy of increasing the 
production line of an already available product, and the 
production of a new product respectively, associated with 
Player 1 (A). As consequence of any of these actions taken 
by A, Player 2 (B) and Player 3 (C) may take similar actions 
based on their competitive aggressiveness. Note that each of 
the competitors may take one of two profiles: aggressive or 
cautious. Thus, X2X2 equates the response of Player 2 
(increasing production of an available product) with 
aggressive and cautious profiles as a consequence of the 
actions of Player 1. In contrast, Y2X2 equates introducing a 
new product with an aggressive profile and increasing 
production of an available product with a cautious profile by 
Player 2. 

 
Table 7. 
Bayesian Game between Company A and Company B 

 X2X2 X2Y2 Y2X2 Y2Y2 
X1 $196,659.55 $225,518.21 $193,404.01 $222,262.68 
Y1 $254,546.17 $257,548.52 $231,276.16 $234,278.51 

Source: Own Work 

Table 8. 
Bayesian Game between Company A and Company C 

 X3X3 X3Y3 Y3X3 Y3Y3 
X1 $285,463.44 $311,790.33 $255,033.79 $281,360.68 
Y1 $298,816.77 $281,397.32 $299,624.67 $282,205.21 

Source: Own Work 
 
 
To optimize the production of the new product, a factorial 

DOE was performed to analyze 1440 samples regarding 
different combinations of ingredients and the perceived quality 
(composed metric which includes taste, texture and shelf cycle) 
of the new product. As presented in Fig. 3, graphically and 
quantitatively, the two ingredients that provide the highest 
quality are: ingredient In2 with a concentration of 200 gr, and 
ingredient In3 with 50 gr. On the other hand, the rest of the 
ingredients contribute similarly to the results (ingredient In1 
with 40 gr, In4 with 200 gr, and In5 with 6 gr). Since the results 
are similar for ingredients In1, In4 and In5, they are not 
considered as significant for a better evaluation by customers. 
However, when evaluating the interaction graphs between 
ingredients (see Fig. 4), the highest ratings are obtained by 
combining: In2 (200gr) with In4 (600gr); In2 (200gr) with In3 
(50gr); and In2 (200gr) with In5 (6gr). 

 

 
Figure 3. Adjusted mean of main effects/ingredients.  
Source: Own Work. 
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Figure 4. Adjusted mean of interactions of effects/ingredients.  
Source: Own Work. 

 
 

Table 9. 
Analysis of Variance for the Ingredients of the New Product.  

Main Effects F-Value P-Value 
    In1 0.52 0.592 
    In2 13.99 0.000 
    In3 2.47 0.085 
    In4 0.46 0.713 
    In5 0.49 0.483 
2-Way Interactions 3.71 0.000 
    In1*In2 0.34 0.916 
    In1*In3 1.04 0.384 
    In1*In4 1.91 0.076 
    In1*In5 1.58 0.207 
    In2*In3 3.22 0.004 
    In2*In4 4.27 0.000 
    In2*In5 4.03 0.007 
    In3*In4 8.59 0.000 
    In3*In5 12.09 0.000 
    In4*In5 2.61 0.050 

Source: Own Work. 
 
 

Table 10. 
Production cost per unit of new product considering all ingredients. 

Ingredient 
Cost per 
kilogram 

Concentration 
per unit of new 

product 

Production cost 
per unit of new 

product 
In1 $100.00 0.040 kg $ 4.00 
In2 $70.00 0.200 kg $ 14.00 
In3 $110.00 0.050 kg $ 5.50 
In4 $90.00 0.200 kg $ 18.00 
In5 $80.00 0.006 kg $ 0.48 

  Total $ 41.98 
Source: Own Work. 

 
 
By performing the analysis of variance (ANOVA), the 

specific results for each main effect and interaction were 
obtained. As presented in Table 9, the interaction In3-In5 has 
the most significant impact on the response variable.  

From these results, the production costs per unit of the 
new product were estimated. This was performed considering 
two scenarios: 
a) With all ingredients (In1 to In5). 
 

Table 11. 
Production cost per unit of new product considering the most relevant 
ingredients. 

Ingredient 
Cost per 
kilogram 

Concentration 
per unit of new 

product 

Production cost 
per unit of new 

product 
In3 $110.00 0.050 kg $ 5.50 
In5 $80.00 0.006 kg $ 0.48 

  Total $ 5.98 
Source: Own Work. 

 
 

b) With the most significant ingredients and concentrations 
as identified by the DOE approach (i.e., just considering 
In3 and In5). 

Table 10 presents the production costs for scenario a) 
while Table 11 presents the costs for scenario b). 

Finally, the sale price of the new product was estimated. 
For this purpose, four cost elements were considered:  
 Raw materials: as presented in Table 11, the ingredients 

In3 and In5 represent a total cost of $5.98. 
 Manufacturing costs: the main processes involve the 

following costs: $3.00 for blending, $5.50 for baking, 
$2.25 for cutting, $2.00 for cooling, and $1.50 for 
packaging. This leads to a total cost of $14.25. 

 Required investment for the new production line (share 
cost): the total investment to purchase the required 
machinery for the new product is estimated as $180,000. 
This is amortized by the total production volume over 
three years, which is the desired time frame to recover 
the investment. As the current annual production volume 
is 8,050 units, plus the production of the new product of 
2,500 units, a total of 10,550×3 = 31,650 units through 
the three-year period is needed to compensate the 
investment. This is equivalent to an allocated cost of 
$5.69 per unit of product. Note that a lower price can be 
set after this three-year period. 

 Profit: a profit of 30% is set for both material and 
production costs. This represents $1.79 and $4.28 
respectively for a total profit of $6.07 per unit of product. 

 

 
Figure 5. New product sale price calculation.  
Source: Own Work.   
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As a result, the total sale price for the new product is set 
as $32.00. Figure 5 presents a review of the calculations 
performed to define this value.  

 
5. Conclusions and future work 

 
For any process of decision making, companies need to 

perform a comprehensive analysis of the market. This must 
consider, among other things, the presence of similar 
products, competing companies, and potential customers. 
Also, it must be conducted with different techniques. In this 
work, we proposed AHP, game theory (Bayesian Game), 
decision tree and factorial DOE to address the different 
competitive aspects for a company (A) within the food 
supplements market.    

For this case, it was determined that the strongest 
competitor for Company A is Company B due to its lower 
prices and identity/brand. An interesting fact regarding the 
importance of brands during the COVID-19 pandemic is that 
they have added value within the new consumer 
environment. This is because consumers frequently use 
mental shortcuts to guide judgments and decisions. If the 
consumer identifies a brand (a mental shortcut), they can 
develop a preference over other products, even under difficult 
market scenarios [20]. In this regard, Company B has a clear 
advantage over Company C Furthermore, the fact that the 
owner of Company B has worked at Company A gave it 
advantages regarding key operations. 

It was established that the best strategy for Company A is 
to introduce a new product with the necessary machinery for 
production, because this can provide a greater profit, 
regardless of the actions taken by the competitors (B, C) and 
within the current COVID-19 situation, which has decreased 
demand for the established products. 

This was supported by the AHP technique, where four 
criteria (identity, relation, price and communication 
channels) were considered to evaluate the competitive profile 
of each competitor and to identify the strongest one (B). 

As for which strategy Company A should take, 
evaluations were performed with two methods: decision tree 
and game theory. This is caused by the high risk of the market 
and the required economic investment. In both methods, the 
results proved that introducing a new product to the market, 
together with the purchase of new machinery, can be most 
beneficial for Company A.  

In addition, through a factorial DOE, the cost of the raw 
material and the necessary concentrations for a production of 
2500 units with the minimum costs were determined.  

If no selection of the most important ingredients (those 
more relevant to the quality metric which includes taste, 
texture and shelf cycle) is performed, the 2500 units would 
require an investment of $104,950 for raw material. If 
selection is based on the results of the factorial DOE (which 
identified ingredients In3 and In5 as the most relevant for the 
quality metric), the total investment for raw material is 
reduced to $14,950. 

Finally, considering production costs, the investment in 
additional machinery and required profit, a recommended 
sale price of $32.00 was proposed. This is very competitive 
when compared to the prices of Companies B and C. Also, 

within Company A, the new product is the second cheapest 
product in its catalog. Thus, the present work can provide a 
guideline for other companies or family enterprises to 
improve their competitiveness.  

Future work is focused on the integration of computer 
simulation to validate the application of these tools in the 
presence of other sources of uncertainty or variables. This is 
because not all variables or sources of uncertainty within a 
system can be modelled through mathematical techniques. In 
such a case, simulation provides a valuable tool to support 
multi-criteria decision making with dynamic variables [21-
22]. In addition, simulation supports the assessment of “what 
if” scenarios which can provide important feedback on the 
expected results obtained through game theory approaches.  
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