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Abstract 
The health situation caused by the SARS-Cov2 coronavirus, posed major challenges for the scientific community. Advances in artificial intelligence are a 
very useful resource, but it is important to determine which symptoms presented by positive cases of infection are the best predictors. A machine learning 
approach was used with data from 5,434 people, with eleven symptoms: breathing problems, dry cough, sore throat, running nose, history of asthma, chronic 
lung, headache, heart disease, hypertension, diabetes, and fever. Based on public data from Kaggle with WHO standardized symptoms. A model was 
developed to detect COVID-19 positive cases using a simple machine learning model. The results of 4 loss functions and by SHAP values, were compared. 
The best loss function was Binary Cross Entropy, with a single hidden layer configuration with 10 neurons, achieving an F1 score of 0.98 and the model 
was rated with an area under the curve of 0.99 aucROC. 

Keywords: computer-aided diagnosis: COVID-19; disease diagnosis; machine learning; artificial neural networks. 

Clasificación de la sintomatología asociada a la COVID-19 mediante 
aprendizaje automático 

Resumen 
La situación sanitaria provocada por el coronavirus SARS-Cov2 plantea grandes retos a la comunidad científica. Los avances en inteligencia 
artificial son un recurso muy útil, pero es importante determinar qué síntomas presentados por los casos positivos de infección son los mejores 
predictores. Se utilizó un enfoque de aprendizaje automático con datos de 5.434 personas, con once síntomas: problemas respiratorios, tos seca, 
dolor de garganta, secreción nasal, antecedentes de asma, pulmón crónico, dolor de cabeza, enfermedad cardíaca, hipertensión, diabetes y fiebre. 
Basado en datos públicos de Kaggle con síntomas estandarizados por la OMS. Se desarrolló un modelo para detectar los casos positivos de 
COVID-19 utilizando un modelo simple de aprendizaje automático. Se compararon los resultados de 4 funciones de pérdida y por valores SHAP. 
La mejor función de pérdida fue la Entropía Cruzada Binaria, con una configuración de una sola capa oculta con 10 neuronas, logrando una 
puntuación F1 de 0,98 y el modelo fue calificado con un área bajo la curva de 0,99 aucROC.  

Palabras clave: diagnóstico asistido por ordenador; COVID-19; diagnóstico de enfermedades; aprendizaje automático; redes neuronales artificiales. 

1 Introduction 

Electronic medical data are ubiquitous and available in large 
quantities with high accuracy due to the increasing availability 
of such data from a variety of sources, including clinical 
institutions, individual patients, insurance companies, 
pharmaceutical industries, and others, highlighting great 
opportunities for understanding risk factors, and disease spread, 
continuous health monitoring, among others; enabling targeted 
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prevention approaches [1]. Advances in computer science – 
especially in machine learning with new and improved methods 
for data collection and storage – have shown increasing interest 
related to healthcare data analysis [2,3]. 

The emergence and spread of the SARS-Cov2 coronavirus, 
which produces the disease called COVID-19 [4,5] has become 
a particular challenge for healthcare professionals and the 
general population [6]. The disease placed a great burden on 
healthcare systems, and total confinements generated 
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losses, as many of the people were not infected, but the 
follow-up of positive cases becomes a complex task [7].  

Many studies have focused on identifying infected 
individuals to isolate them and allow non-infected 
individuals to work regularly. The use of clinical symptoms 
is essential to optimize the identification of infected 
individuals.  

In this sense, researchers have developed predictive 
models that combine several features such as clinical 
symptoms, laboratory tests, among others. Also, models to 
detect possible contagion and estimate the risk of infection, 
and classify the population to help medical personnel and 
countries' economies [8,9]. References [8,10] predict a 
SARS-CoV-2 infection by asking 8 basic questions of 
which 5 refer to symptomatology (fever, cough, sore throat, 
shortness of breath, and headache) obtaining an accuracy of 
90%. Chen et al. explored the distributions of comorbidities 
and symptoms, in addition to laboratory test results, to 
correlate between non-severe and severe types of COVID-
19, they were able to identify key features between both 
clinical types using Machine Learning, as an accurate 
diagnostic decision support tool [11]. Ahamad et al. 
developed a model using supervised machine learning 
algorithms to identify features that predict the diagnosis of 
COVID-19. Using an algorithm called XGBoost, they 
obtained an accuracy of over 85% in predicting and 
selecting features that correctly indicate COVID-19 status, 
indicating that the most frequent and significant predictive 
symptoms are fever (41.1%), cough (30.3%), lung infection 
(13.1%) and nasal discharge (8.43%) [12]. Using a dataset 
with similar features, other models predicting COVID-19 
disease with an area under the curve of 0.90 auROC have 
been reported using a gradient boosting machine built with 
decision tree base learners as algorithm [8]. Another 
approach is reported by Khanday et al. where they perform 
experiments with various algorithms such as random forest, 
stochastic gradient boosting, decision trees, to classify into 
four classes, COVID, SARS, ARDS and both (COVID, 
ARDS), 212 labeled clinical reports, obtaining that logistic 
regression and Naıve Bayesian multinomial classifier give 
excellent results by having an accuracy of 94% and 96.2% 
[13]. 

Clinically, COVID-19 disease is complex and manifests 
itself through a limited number of symptoms such as fever, 
cough, intense headache, among others [8,11]. If these 
parameters are analyzed with systems based on machine 
learning algorithms, it is possible to fight this virus and 
other future viruses by continuously monitoring individuals 
to improve detection, isolation, and provide disease control 
recommendations [14].  

The study presents the use of machine learning 
algorithms for COVID-19 detection using the symptoms 
and physical conditions of 5,434 people with and without 
the disease. A Keras-Tensor Flow Neural Network was 
used. The results of four loss functions, based on the 
performance indicators, F1 score, and area under the curve, 
were compared to learn the behavior of the neural network 
as a basis for integrate them into systems that allow 
preliminary detection of the disease.  

The highest F1 classification score using 11 features was 
0.98 with an area under the curve of 0.99 aucROC, using the 
results of the SHAP values, the less relevant features 

considered by the model were eliminated, obtaining a 
feature simplification of 63%, varying the performance by 
2 to 3% depending on the metric referred, demonstrating the 
usefulness of knowing the importance of the features within 
a classification model, for its simplification without 
affecting the performance. 

 
2 Materials and methods 

 
2.1 Study data 

 
The dataset used contains the records of 5,434 people, 

obtained from the Kaggle platform for experimenting with 
machine learning models. From these data, a model is 
developed that predicts COVID-19 scores using five binary 
features: asthma, chronic lung, heart disease, diabetes, and 
hyper tension; and six initial clinical symptoms: Breathing 
problem, fever, dry cough, sore throat, runny nose, and 
headache.  

The training-validation set consisted of records from 1,051 
individuals without the disease and 4,383 individuals with the 
disease. The following table describes each of the features of 
the dataset used by the model where the greatest number of 
individuals present dry cough and fever, respectively (Table 1).  

After an exploratory analysis, no null data or empty cells 
were found. The figures show the number of positive and 
negative cases for each characteristic for each class. Fig. 1(a) 
shows a large number of people presenting cough, fever, sore 
throat and breathing problem for the COVID-19 positive class, 
the other features show a balance between presence and non-
presence.  

On the other hand, the negative COVID-19 class only shows 
a considerable imbalance in people with breathing problem and 
sore throat (Fig. 1(b)).  

Considering this is an experimental stage of algorithms 
testing, the UNISANGIL ethics committee determined that the 
public health dataset used in this study does not require 
approval for analysis. The development of systems for constant 
monitoring of physiological parameters supports public health 
efforts for the monitoring and control of communicable and no 
communicable diseases. 

 
Table 1. 
Features of the data set used by the model in this study 

Feature Total  
COVID-19 
Negative 

COVID-19 
Positive 

 N % n % n % 
       
 5,434 1,051 19.30 4,383 80.60 
Breathing problem 3,620 66.6 251 6.9 3,369 93 
Fever 4,273 78.6 516 12 3,757 87.9 
Dry Cough 4,307 79.2 429 9.9 3,878 90 
Sore throat 3,953 72.7 284 7.1 3,669 92.8 
Running nose 2,952 54.3 577 19.5 2,375 80.4 
Asthma 2,514 46.2 390 15.5 2,124 84.4 
Chronic lung 2,565 47.2 557 21.7 2,008 78.2 
Headache 2,736 50.3 559 20.4 2,177 79.5 
Heart disease 2,523 46.4 459 18.1 2,064 81.8 
Diabetes 2,588 47.6 457 17.6 2,131 82.3 
Hyper tension 2,663 49.0 405 15.20 2,258 84.79 
Source: The Authors 
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a) 
 

 
b) 

Figure 1. Features distribution grouped by class. a) COVID-19 positive. b) 
COVID-19 negative. 
Source: The Authors 

 
 

2.2 Experiment setup and design 
 
Dataset was classified into two groups: COVID-19 positive 

and COVID-19 negative. This gives a typical binary 
classification to know whether people were infected or not. To 
evaluate the performance of the approach used, the training and 
test data set were divided into 80% and 20%, respectively. 
(Table 2). 

The process of experimentation with the algorithms was 
based on Keras Python 3.6 under a win10 operating system. The 
hardware used for the experiments had an i5-7300HQ CPU, 8G 
RAM and NVIDIA GeForce GTX 1050 GPU. 
 
 

Table 2. 
Sample Dataset 

Dataset Number of individuals Class 
Xtrain 3,423 COVID-19 Positive 
Ytrain 924 COVID-19 Negative 
Xtest 850 COVID-19 Positive 
Ytest 237 COVID-19 Negative 

Source: The Authors 
 
 
The Keras Dense class was used, as a building block of a fully 

connected layered model, with different loss function described as 
below: 

Binary Cross Entropy also known as log loss, is a loss function 
used in binary classification tasks, which shows the negative mean 
of the logarithm of the predicted probabilities of each class, 
penalizing the probabilities as a function of the distance to the 
expected value, using the given mathematical formulation [15] (1). 

 

𝐿𝐿𝐿𝐿𝐿𝐿 𝑙𝑙𝐿𝐿𝑙𝑙𝑙𝑙 =
1
𝑁𝑁� −(𝑦𝑦𝑖𝑖 ∗ 𝑙𝑙𝐿𝐿𝐿𝐿(𝑝𝑝𝑖𝑖) + (1 − 𝑦𝑦𝑖𝑖) ∗ 𝑙𝑙𝐿𝐿𝐿𝐿(1

𝑁𝑁

𝑖𝑖=1
− 𝑝𝑝𝑖𝑖)) 

(1) 

 
Poisson Loss from the combination of loss frequency and 

loss severity estimates the loss distribution [16], taking the form 
of (2). 

 

𝐿𝐿(𝑦𝑦,𝑦𝑦�) =
1
𝑁𝑁� (𝑦𝑦�𝑖𝑖 − 𝑦𝑦𝑖𝑖 ∗ 𝑙𝑙𝐿𝐿𝐿𝐿(𝑦𝑦�𝑖𝑖))

𝑁𝑁

𝑖𝑖=0
 (2) 

 
Mean Squared Error is the sum of the squared distances 

between the true values and the predicted values, greatly 
penalizing outliers. Due to its sensitivity, regardless of the sign, 
the values are always positive and 0.0 is the perfect value of the 
differences [17]. Mathematically it can be expressed as (3). 

 

𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑖𝑖

𝑝𝑝)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛  (3) 

 
Huber Loss presents a lower sensitivity to outliers, 

considering that when the error is large the absolute error is 
obtained, which becomes quadratic as the error decreases [18]. 
Combine the mean square error and the mean absolute error. Its 
mathematical formulation (4). 

 

𝐿𝐿𝛿𝛿�𝑦𝑦, 𝑓𝑓(𝑥𝑥)� = �

1
2 (𝑦𝑦 − 𝑓𝑓(𝑥𝑥))2 𝑓𝑓𝐿𝐿𝑓𝑓|𝑦𝑦 − 𝑓𝑓(𝑥𝑥)| ≤ 𝛿𝛿,

𝛿𝛿|𝑦𝑦 − 𝑓𝑓(𝑥𝑥)| −
1
2 𝛿𝛿

2 𝐿𝐿𝑜𝑜ℎ𝑒𝑒𝑓𝑓𝑒𝑒𝑒𝑒𝑙𝑙𝑒𝑒
� (4) 

 
The tensor flow was used as the backend with 11 input neurons, 

a variable number of hidden layers, and one neuron in the output 
layer. The dataset used had 11 input features and a binary output. 

A sequential model with fully connected layers is used, where 
the dimensions were defined according to the number of inputs, the 
output, and the variation of the hidden layer, aiming for a small and 
efficient model. The activation function used was sigmoid. In 
addition, a comparison with different loss functions was performed. 
The optimizer used throughout the experimental phase was Adam 
and the metric used to judge the performance of the neural network 
was F1 score and auROC parameter from ROC curves. Moreover, 
considering that the data set is very large, the batch size is used. The 
characteristics are summarized in Table 3 below. 
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Table 3. 
Features of the Model 

Parameter  Value 
Optimizer Adam 

Activation Function Sigmoid 

Loss Function Binary Cross Entropy, Poisson, Mean 
Squared Error, Huber Loss 

Epoch 300 
  

Batch Size 10 
Source: The Authors 

3 Results 
 
The model trained with data from 5,434 individuals, 19.30% 

negative and 80.63% positive for COVID-19 disease. It was 
validated with a 5-fold cross-validation to ensure that the results 
are independent of the partition between training and test data 
(Tables 4-6). 

 
 

 
 

Table 4. 
Comparative results of the loss functions used in the study with a 5-fold cross-validation, in a model with a hidden layer of 10 neurons 

Loss functions  1st 2nd 3rd 4th 5th F1 Score Average F1 Score Std. Dev 
Binary Cross Entropy 0.98 0.98 0.98 0.98 0.98 0.98 +/-0.08% 

Poisson 0.97 0.97 0.97 0.97 0.98 0.97 +/-0.28% 
Mean Squared Error 0.97 0.97 0.97 0.97 0.97 0.97 +/- 0.13% 

Huber Loss 0.97 0.97 0.97 0.97 0.97 0.98 +/- 0.21% 
Experiment Features 1 hidden layer and 10 neurons 

Source: The Authors 
 
 

Table 5. 
Comparative results of the loss functions used in the study with a 5-fold cross-validation, in a model with a hidden layer of 5 neurons 

Loss functions 1st 2nd 3rd 4th 5th F1 Score Average F1 Score Std. Dev 
Binary Cross Entropy 0.98 0.98 0.98 0.98 0.98 0.98 +/- 0.34% 
Poisson 0.97 0.97 0.97 0.97 0.97 0.97 +/- 0.18% 
Mean Squared Error 0.97 0.97 0.97 0.97 0.97 0.97 +/- 0.19% 
Huber Loss 0.97 0.97 0.97 0.97 0.97 0.97 +/- 0.15% 
Experiment Features 1 hidden layer and 5 neurons 

Source: The Authors 
 
 

Table 6. 
Comparative results of the loss functions used in the study with a 5-fold cross-validation, in a model with two hidden layers of 5 neurons each 

Loss functions 1st 2nd 3rd 4th 5th F1 Score Average F1 Score Std. Dev 
Binary Cross Entropy 0.97 0.97 0.98 0.98 0.98 0.98 +/- 0.38% 
Poisson 0.96 0.96 0.96 0.96 0.96 0.96 +/- 0.15% 
Mean Squared Error 0.97 0.97 0.97 0.97 0.97 0.97 +/- 0.10% 
Huber Loss 0.97 0.97 0.97 0.97 0.97 0.97 +/- 0.16% 
Experiment Features 2 hidden layers of 5 neurons 

Source: The Authors 
 
 
The F1-Score of the model with a hidden layer and 10 

neurons show a similar behavior with the four loss functions 
with a mean of 0.97 and standard deviation of +/-0.005.  

However, the best model was obtained using the Binary 
Cross Entropy error function achieving a result of 0.98. 

The model was scored on the test set using auROC across 
different thresholds, including false-positive rate, false-
negative rate, and overall accuracy. As seen in Tables 7 to 9, 
the best performance was obtained using the Binary Cross-
Entropy loss function with a single hidden layer configuration 
with 10 neurons. 

Although the behavior of the models was similar 
considering the F1-Score, the aucROC shows differences of 7 
percentage points as shown in Tables 7 to 9. The best result 
obtained, considering this metric, was the one using the Binary 
Cross Entropy error function with a value of 0.99, regardless of 
the number of layers and neurons (Fig. 2). 

The metrics of all the ROC curves in this study were 
calculated using the sklearn.metrics module. 

The SHapley Additive exPlanations (SHAP) method introduced 
by Lundberg and Lee [19], whose origins are in game theory, is used 
to learn the relevant model features. Since it estimates the differences 

between models with subsets of the feature space, it allows 
interpreting the predictions of machine learning models using SHAP 
values, which estimate the contribution of each feature in the model 
prediction. The SHAP method for interpreting a model uses additive 
features attribution, where additive features refer to input variables. 
Thus, it represents the classification result as the sum of the 
contribution of each feature, as (5). 

 

𝐿𝐿(𝑧𝑧′) = ∅0 + �∅𝑗𝑗𝑧𝑧𝑗𝑗′
𝑀𝑀

𝑗𝑗=1

 (5) 

 
Where g is the explanation model, z′ is the simplified 

features vector, M is the maximum simplified features size and 
ϕj ∈ R is the feature attribution for a feature j [20,21]. 

Thus, it is obtained that the most important features 
considered by the model are those summarized in the SHAP 
graph in Fig. 3. The presence of breathing problem, cough, 
fever, and sore throat were key predictors of the disease 
presence. The features that showed a low impact in almost all 
cases were runny nose, Asthma, diabetes, chronic lung disease, 
hypertension, and headache.  



Ramirez-Bautista et al / Revista DYNA, 90(226), pp. 36-43, April - June, 2023. 

40 

Table 7. 
Comparative results of the auROC of 5-fold cross-validation, in a model with a hidden layer of 10 neurons 

Loss functions 1st 2nd 3rd 4th 5th auROC Average auROC Std. Dev 
Binary Cross Entropy 0.99 0.99 0.99 0.99 0.99 0.99 +/-0.00% 
Poisson 0.90 0.90 0.89 0.92 0.93 0.91 +/-0.01% 
Mean Squared Error 0.92 0.93 0.91 0.92 0.92 0.92 +/-0.01% 
Huber Loss 0.92 0.91 0.92 0.92 0.93 0.92 +/-0.01% 
Experiment Features 1 hidden layer of 10 neurons  

Source: The Authors 
 
 

Table 8. 
Comparative results of the auROC of 5-fold cross-validation, in a model with a hidden layer of 5 neurons 

Loss functions 1st 2nd 3rd 4th 5th auROC Average auROC Std. Dev 
Binary Cross Entropy 0.99 0.99 0.99 0.99 0.99 0.99 +/-0.00% 
Poisson 0.91 0.90 0.91 0.92 0.90 0.91 +/-0.01% 
Mean Squared Error 0.92 0.92 0.93 0.92 0.93 0.92 +/-0.00% 
Huber Loss 0.92 0.92 0.92 0.92 0.91 0.92 +/-0.00% 
Experiment Features 1 hidden layer of 5 neurons  

Source: The Authors 
 
 

Table 9. 
Comparative results of the auROC of 5-fold cross-validation, in a model with two hidden layers of 5 neurons each 

Loss functions 1st 2nd 3rd 4th 5th auROC Average auROC Std. Dev 
Binary Cross Entropy 0.93 0.93 0.99 0.99 0.99 0.97 0.03% 
Poisson 0.88 0.90 0.89 0.87 0.94 0.90 0.02% 
Mean Squared Error 0.92 0.91 0.91 0.92 0.92 0.92 0.00% 
Huber Loss 0.91 0.92 0.90 0.92 0.92 0.91 0.01% 
Experiment Features 2 hidden layers of 5 neurons  

Source: The Authors 
 
 

 
Figure 2. ROC curves showing the performance of the model using the binary cross-entropy loss function, on the test sets in the 5-fold cross-validation.  
Source: The Authors  
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Figure 3. SHapley Additive exPlanations (SHAP) graph showing the important features considered by the ANN model to predict the diagnosis of COVID-
19, in the 5-fold cross-validation. 
Source: The Authors 

 
 

Table 10. 
Less relevant features considered by the ANN model to predict the diagnosis 
of COVID-19, in the 5-fold cross-validation 

 1st 2nd 3rd 4th 5th 

L
es

s r
el

ev
an

t 
fe

at
ur

es
 

Chronic 
lung 

Hyper 
tension 

Chronic 
lung 

Asthma Heart 
disease 

Hyper 
tension 

Running 
nose 

Running 
nose 

Heart 
disease 

Diabetes 

Running 
nose 

Chronic 
lung 

Heart 
disease 

Running 
nose 

Headache 

Asthma Asthma Diabetes Diabetes Asthma 
Source: The Authors 

 
 
Considering the results of the SHAP values in the 5-fold 

cross-validation, the least relevant features in each fold are 
shown in Table 10. The least relevant features were running 
nose and asthma, which in 4 of the 5 folds were common. 

The model is recalculated using the features of the best 
configuration, but the number of input neurons is modified, 
leaving those corresponding to running nose and asthma. As 
a result, by removing the least relevant features, an F1-Score 
of 0.97+-0.12 and an aucROC of 0.98 are obtained, with 
variations of 1%. This is a negligible variation considering 
the elimination of features from the model. 

Finally, the model is obtained again by eliminating the 
following 3 less relevant features (Diabetes, Chronic Lung 
and Hypertension), having a total of 6 inputs. The F1-Score 
result was 0.96 +/-0.34% and the aucROC was 0.96, 
obtaining a difference of 2 and 3% for each performance 
index.  
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Figure 4. ROC curve showing the performance of the model using six 
features 
Source: The Authors 

 
 

 

Figure 5. SHapley Additive exPlanations (SHAP) graph showing the 
important features considered by the new ANN model with less features 
Source: The Authors 

 
 
Regarding the F1 score obtained in Tables 4 to 6, a 

decrease of approximately 1% is obtained, but considering 
the ROC curve, the result obtained with the new model that 
considers fewer features is still better by approximately 5%, 
as shown in Tables VII to IX. Fig. 4 shows the ROC curve of 
the model using fewer features. On the other hand, Fig. 5 
shows the SHAP values of the new model, noting that the 
first two most important features taken by the model do not 
change in their order or magnitude, although in general the 
importance of the features was maintained even when some 
were removed from the initial model. 

 
4 Discussion 

 
Health monitoring using artificial intelligence techniques 

is a very active field. Currently, specifically in the disease-
causing current pandemic situation, a wide range of 
approaches have been used for monitoring and evaluation of 
patients with COVID-19. Promising solutions have been 
proposed in screening using clinical symptoms as a 
preliminary step. The study shows the use of preliminary 
symptomatology and clinical condition of the patient to 
detect possible COVID-19 using a machine learning 
algorithm and information from 5,434 people with and 
without the disease.  

It is shown that feature reduction using techniques such 

as SHAP values can produce simpler models that use only 
relevant feature sets to solve a problem. In the case presented, 
comparison of the model with 11 features, with an F1 score 
of 0.98 +/-0.08% and an aucROC of 0.99, versus the model 
with 6 features, with an F1 score of 0.96 +/-0.34% and an 
aucROC of 0.96, yields a difference of 2 and 3% for each 
performance index. Obtaining a very small performance 
variance with a feature reduction of 63%. 

The authors, based on the source of the data, consider that 
the study is not free of errors and biases, since the clinical 
condition understood as asthma, chronic lung disease, heart 
disease, diabetes and hypotension; and six initial clinical 
symptoms: Respiratory problem, fever, dry cough, sore 
throat, runny nose and headache of the 5,434 people were 
taken from public data from the Kaggle platform for 
experimentation with machine learning models. But it is 
useful as a basis to evaluate the performance of the machine 
learning model using different configuration parameters and 
to learn about the most relevant features considered by the 
model, showing a path for future studies using proprietary 
databases acquired for research purposes. 

 
5 Conclusion and future research 

 
In this study, we used data from public sources, as an 

experimental stage. We evaluate different loss functions and 
configuration parameters of an ANN, to obtain an optimal 
model that can detect the disease and know which are the 
most relevant features influencing the detection. 

From the data used, a model has been developed to 
predict the diagnosis of COVID-19 with an F1 score of 0.98 
and 0.99 aucROC, using eleven basic features. As a final 
model using the SHAP values a model using only 6 features 
is obtained achieving an F1 score performance of 0.96 and 
0.96 aucROC, observing a very small percentage difference 
and retaining the relevant features for the model. 

The model is intended to benefit the response of health 
systems to this disease and other respiratory viruses, although 
the need for more robust data to complement the study and 
avoid possible biases is emphasized, before algorithm is 
employed. 
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