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ABSTRACT

The current article addresses digital implementation of new demodulation schemes for Binary Frequency Shift Keying (BFSK), and has two main objectives: of the description of the performance of the new processing method and its implementation on FPGA technology. Performance is analyzed by means of the total number of demodulated bits free of errors without noise, and by means of the BER parameter. The proposed method exhibits to have better performance than the solutions reported. Additionally, the solution obtained shows lower complexity than reported methods in regard to the total number of adders and multipliers. The implementation is described for FPGA systems, and the System Generator software is used for testing and simulating the results.
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Introduction

Digital frequency modulations such as Frequency Shift Keying (FSK) are commonly applied in wireless technologies (Ibrahim, Hafez, & Khalil, 2013) (Peng, Lin, & Chao, 2013), satellite communications (Veřtáť & Mráz, 2013), power lines communications (PLC) (Ouahada, 2014), mobile communications (Karabulut, Ozdemir, & Ilhan, 2015), spread spectrum systems (Neifar, Trabelsi, Bouzid, & Masmoudi, 2012) and biomedical applications (Wang, Chen, Lin, & Lee, 2014). Among the reported demodulators, methods to demodulate Binary Frequency Shift Keying (FSK) signals with the aid of correlators are of particular interest in this paper. The most common solutions in this regard are the receivers based on a Quadraticorrelator (Gardner, 1985), Balanced Quadraticorrelator (Kang, Kim, & Park, 2011) and Quotient Detector (Kreuzgruber, 1994), all of these well known in scientific literature. However,
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these schemes are implemented by means of lowpass filters (LPF), which in turn demand a high complexity when higher order filters are applied.

On the other hand, a different solution can be obtained with the use of matched filters and curve segmentation techniques. This method is advantageous in the sense that it achieves a strong reduction in hardware complexity.

In this paper the implementation of the system is addressed and the applicability of the proposed solution with FPGA (Field Programmable Gate Array) technology is explained. Besides, an algorithm is required to be developed for recovering the bits transmitted. This symbol synchronization procedure allows to complete the demodulation process. In this paper, closed form expressions are obtained in order to describe the performance.

The rest of the paper is organized as follows: Section 2 summarizes the proposed receiver; Section 3 develops closed form expressions for recovering the binary data; in Section 4 the simulation results are shown and in Section 5 the implementation on a FPGA is described. Conclusions are presented in Section 6.

Non-coherent and asynchronous receiver
Figure 1 depicts the proposed scheme. The system is comprised of the discrete correlator and the detection blocks.

The discrete correlator accumulates the multiplication result, followed by the curvatures measurement block for estimating the slope at its input. The slope estimation algorithm is performed by means of the relation:

\[ \tan \varphi[n] = c \sum_{i=k/2}^{k/2 + 1} [y[i] - y[i - k/2]] \]  

where:

\[ c = \left( \frac{k}{2} \right)^{-1} \left( \frac{k}{2} + 1 \right)^{-1} \]

Given a BFSK signal at the system input, the output signal \( y_{\varphi}[n] \) is shown in Figure 2. In order to detect the binary levels, a value for the threshold is derived by means of:

\[ y_{\varphi} = \frac{1}{2} \frac{A^2}{4} - \Delta + \Delta_s \]  

where:

\[ \Delta = \sqrt{2} \left( c \Delta_{\varphi} \right)^2 \]  

\[ \Delta_s = \sqrt{2} c \frac{A}{2 \sin^2 \left( \frac{w_c + w_0}{2} \right)} \sin \left( \frac{w_c + w_0}{2} \right) \left( \frac{k}{2} - 1 \right) \]  

\[ w_c = \Delta \frac{A}{2 \sin^2 \left( w_c \right)} \sin \left( w_c \left( \frac{k}{2} + 1 \right) \right) \sin \left( w_c \frac{k}{4} \right) \]  

The term \( \Delta_s \) describes the case where the frequency received is equal to the frequency of the local oscillator at the receiver. This term determines the amplitude of the oscillation at the output. The term \( \Delta_s \) describes the contrary case, that is, when the frequency received is different from the local tone generated.

The length of window \( k \) can be chosen in order to minimize the amplitude of the oscillations at the output given by \( \Delta_s \) and \( \Delta_s \). In this work, \( \Delta_s \) is cancelled by the following relation in order to become zero the term \( \sin \left( \frac{k}{4} \right) \) from (5):

\[ w_c = \frac{k}{4} \rightarrow k = 4 \frac{\pi}{w_c} \]  

The operations given in Equations (1) and (2) perform the signal processing steps of the proposed receiver. However, two issues of interest must be further discussed:

1. Symbol synchronization: The system depicted in Figure 1 recovers the binary levels from the waveform received as depicted in Figure 2. However, the bits transmitted must be extracted from the rectangular pulses in Figure 2 b) in order to recover the information. The synchronization of the pulses obtained in Figure 2 b) must be accomplished for that purpose (this is considered in Section 3).
II. Implementation: The algorithm has to be efficiently implemented with the state of the art FPGA devices.

Data Recovery

The recovery process of the binary levels from a BFSK waveform using the scheme in Figure 1 have been described in the previous Section. In this Section, the synchronization procedure is presented. This is useful in determining the bits transmitted, and completely describes the process of demodulation.

Once the high and low levels have been recovered, as indicated in Figure 2, the total amount of “1’s” and “0’s” in a transmitted data block for each level has to be obtained. The length in time of either a “1” or a “0” is given by the symbol time and is denoted as \( T_s \). The comparison of the length of the level and \( T_s \) will result in the quantity of “1’s” and “0’s” under each level. However, this comparison is prone to errors since the transition of each level is not abrupt; in this case, there is an upper bound on the total of bits to be analyzed without error (error free). The present Section analyzes this situation giving closed form expressions.

The algorithm for data recovery is as follows:

- Sketching a histogram where the abscissa represents the length of a transition in samples; the amplitude is given by the number of occurrences of these lengths. An example is given in Figure 3 b), where the abscissa represents the duration of the symbol. This histogram is used for the estimation of the symbol duration.

- The histogram is comprised of peaks as indicated in Figure 3 b), where the peak closer to zero is related to the symbol duration, leading to the estimation of \( T_s \) as indicated in Figure 3 c). The estimation of \( T_s \) is obtained as:

\[
\hat{T}_s = \frac{\sum_{i=1}^{N_i} T_s \cdot h[i]}{\sum_{i=1}^{N_i} h[i]}
\]

where \( N_i \) and \( N_f \) represent the intervals of the x-axis (e.g. \( N_i = 200 \) and \( N_f = 250 \) in Figure 3 c), in that portion of the histogram with values unequal to zero, \( T_m \) represents the sample period, and \( h[i] \) represents the values at specific time instants.

The length of the high levels in Figure 3 are established by the intersection of the output signal of the system with the threshold \( y_{th} \) of (2). In this case, the length of these measures are modified from symbol to symbol because of the smooth transitions between levels. The accuracy in the determination of \( T_s \), denoted by \( \Delta T \), could be estimated by calculating the deviation, as indicated in Figure 3 c) through the following relation:

\[
\Delta T = \sqrt{\frac{\sum_{i=1}^{N_f} (T_m - \hat{T}_s) \cdot h[i]}{\sum_{i=1}^{N_f} h[i]}}
\]

Once \( \hat{T}_s \) is obtained, the transmitted digital information is recovered by dividing the length of each level, obtained by the intersections between the output of the system and the threshold \( y_{th} \), with the symbol time. The total of bits represented is recovered by rounding the result to the nearest integer.

The accuracy to be obtained on the third step depends on the deviation \( \Delta T \). If \( b \) identical symbols are supposed to be transmitted sequentially, then the level duration at the output of Figure 1 can be approximated by \( b \cdot T_s \) plus the deviation, i.e. the square root of the variance \( \Delta T \). If this resulting duration is divided by \( T_s + \Delta T \), then the total bits to be recovered can be described by the following approximate expression, using Laurant expansion and considering \( \Delta T \ll T_s \):

\[
\hat{b} = \frac{b \cdot T_s + \Delta T}{T_s + \Delta T} \approx b + \left[b + 1\right] \frac{\Delta T}{T_s}
\]

Expression (8) utilizes the addition of the variance to the symbol time instead of subtraction because the linear components in the system of Figure 1 tend to expand the transitions and not to contract. Besides, the same variance is also considered on each transition as a simplification in the determination of accuracy. This considers that the system responds in the same way, no matter the total symbols received.

An error in the estimation of \( b \) occurs when the second term in Equation (8) is larger than 0.5. In such a case, the estimated value will be larger than \( b = b + 1 \) when the correct value is \( b \). Hence, even in the absence of noise the estimation of consecutive symbols is limited in order to perform an error free reception.

Equation (8) represents the upper bound for \( k \) when \( T_s \) and \( \Delta T \) are substituted by \( \hat{T}_s \) and \( \Delta \hat{T} \) respectively, since both values are obtained via the histogram. This equation gives an idea on how many bits the system in Figure 1 might be receiving without errors in the absence of noise. The probability of transmitting \( k \) bits comprised of repetitive sequences of “1’s” and “0’s” is \( \frac{1}{2^k} \), so an error could happen once in \( 2^{b-1} \) transmitted bits. This is why the receiver is upper bounded in the total number of bits to be processed. The following relation is a closed form expression that represents a figure.
of merit for the receivers analyzed, and its values are analyzed in the next Section:

\[ b < 0.5 \frac{\pi}{\Delta \nu} - 1 \]  

(10)

**Results**

The proposed solution is analyzed taking into account the precision by means of (9) and the BER (Bit Error Rate) curves are obtained with the aid of simulations.

**Precision**

Numerical simulations were done in order to compare the proposed receiver with that of the Balanced Quadricorrelator. Experiments were performed using \( m = 10 \), \( \omega_0 = 0.3562 [\text{rad/s}] \) and \( \omega_1 = 0.1425 [\text{rad/s}] \), and results yielded a precision (given by Equation (9)) of 61 for the proposed solution, and 1175 for the Balanced Quadricorrelator. Although the Balanced Quadricorrelator exhibits a higher precision than the proposed solution, the proposed receiver can also be employed if a sequence of 61 or less all-one or all-zero bits are transmitted. Considering the probability of occurrence of this case, a total of \( \frac{1}{2} \cdot 2^{61} \approx 10^{18} \) bits can be transmitted free of errors in the absence of noise, which represents a useful value for establishing a communication link.

**Performance in noise**

Figure 4 depicts the measured BER as a function of the signal to noise ratio (SNR) in comparison to the Balanced Quadricorrelator. The parameters employed were \( \omega_0 = 0.3562 [\text{rad/s}] \) and \( \omega_1 = 0.1425 [\text{rad/s}] \), \( m = 6 \) and \( k = 6 \) samples. The simulation was performed using a total number of \( 10^6 \) bits in steps of 0.25 dB on the SNR axis. The range analyzed is below an SNR equal to 5 dB, since up to this value error correcting codes are usually employed (Carlson, Crilly, & Rutledge, 2002).

![Figure 4. Bit error rate performance.](image)

The BER performance of the proposed solution is worse than the Balanced Quadricorrelator. This is due to the fact that the proposed method does not use lowpass filters (LPF) like the Balanced Quadricorrelator; the system depicted in Figure 1 is mainly based on accumulators. However, if a LPF is employed at the output of the system, as shown in Figure 5, with the same bandwidth as the Balanced Quadricorrelator, then a better performance is obtained, as depicted in Figure 4.

**Hardware Implementation.**

This Section describes a generic design without specifying the FPGA employed. The design is investigated with the aid of simulations by means of the System Generator Software for Xilinx.

The discrete correlator, \( \frac{1}{1 - z^{-1}} \), from Figure 1 is implemented by a first order IIR filter, as shown in Figure 6. The cosine function and the BFSK waveform are fed into the system through mat files in Matlab.

The block for the curvature measurement is implemented using the relation (1). This relation performs an operation similar to a FIR filter as indicated by:

\[ y[n] = h[n] \ast x[n] = \sum_{i=0}^{m/2} h[i] \cdot x[n-i/(m/2)] \]  

(11)

where the impulse response sequence \( h[n] \) is equal to the unite vector, and the input \( x[n] \) is fed by the sequence \( y[n] - y[n-k/2] \). The digital implementation of this procedure can be developed with a delay block and a FIR filter with all its coefficients set to one.

Figure 5. Proposed receiver with a lowpass filter at the output.

Figure 6. System Implemented on the System Generator Software.
Figure 7 depicts the entire system in the System Generator Environment, and Figure 8 shows the results. It can be observed that high and low levels are obtained in accordance with the received symbols.

The receiver depicted in Figure 7 is built without the use of digital filters. The complex elements are realized by accumulator blocks. On the other hand, the Balanced Quadricorrelator is implemented with two lowpass filters and two time-discrete differentiators, and this system demands more digital adders and multipliers when the order of the filters is high. In this regard, the proposed solution shows a reduction in hardware complexity.

![Figure 7. Implemented System on the System Generator Software.](image_url)

**Figure 7.** Implemented System on the System Generator Software.

![Figure 8. Results obtained from the simulation of the system in the System Generator Software. Parameters: \( \omega_0 = 0.3562 \) [rad/s], \( \omega_1 = 0.1425 \) [rad/s], \( k = 72 \) samples.](image_url)

**Figure 8.** Results obtained from the simulation of the system in the System Generator Software. Parameters: \( \omega_0 = 0.3562 \) [rad/s], \( \omega_1 = 0.1425 \) [rad/s], \( k = 72 \) samples.

The implementation of systems on FPGA technology is useful for several reasons. It allows the parallel implementation of several modules, that is, the receiver in Figure 6 can be duplicated in order to demodulate on a different band at the same time. Although the solution can be implemented on serial processors like a microcontroller, this lacks of multiband operation, and it is commonly demanded in applications for communications. On the other hand, FPGA technology implements digital hardware with the advantages of stability, flexibility and reliable reproduction in comparison with the analogic implementations (Carlson et al., 2002).

### Conclusions

In this paper the performance and the implementation of a new digital receiver is analyzed. The main advantage of the proposed solution is the low complexity, achieved by avoiding the use of higher order filters. The system is merely based on accumulators, devices suitable for low complexity FPGA implementation.

Although the precision obtained is worse than the Balanced Quadricorrelator, the value achieved is sufficient for establishing communications. In order to reduce the effect of noise, and additional lowpass filter can be inserted to improve the performance. This solution is still less complex in hardware than the Balanced Quadricorrelator, which makes use of an additional LPF.
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