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Abstract
Investment projects optimal selection is relevant in making business decisions. In this paper a methodology that has not been extensively explored in the literature of measuring financial risk is applied to the Colombian sugar industry. This measurement serves as the basis for the evaluation of projects in a more robust manner, due to an adequate modeling of uncertainty. For the above, the Value at Risk of a company’s gross profit is determined using econometric techniques such as modeling the autoregressive conditional volatility of the series, multivariate modeling of the dependency relationships of the series through copulas, and simulation using Monte Carlo techniques.
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Resumen
La selección óptima de proyectos de inversión es de gran importancia en la toma decisiones de las empresas. En el presente documento se realiza una aplicación en el sector azucarero colombiano de una metodología que aún no ha sido ampliamente explorada en la literatura de medición del riesgo financiero. Esta medición sirve como base para realizar valoraciones de proyectos de una manera más robusta, al modelar adecuadamente la incertidumbre. Para lo anterior se calcula el Valor en Riesgo de la utilidad bruta de una empresa del sector, indicador que se estima haciendo uso de técnicas econométricas como la modelación de la de volatilidad condicional autoregresiva de las series, así como la modelación multivariada a través de cópulas de las relaciones de dependencia entre éstas y, de la simulación de escenarios mediante técnicas de Monte Carlo.
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1. Introduction

The optimal selection of investment projects within companies is part of their tasks and goals, hence their profitability depends on an appropriate choice. For this reason the study of optimal selection of investment alternatives is a subject of interest for practitioners and academic research. Traditionally, from economic engineering and corporate finance analysis, different models and indicators have been used to determine the feasibility of investment projects in enterprises. The most commonly used indicators are the Net Present Value (NPV), internal rate of return (IRR), modified internal rate of return, the expected value of future cash flows, among others.

However, this approach to project management within companies is completely deterministic, because it does not consider the stochastic nature of some variables (risk factors) that affect the profitability of the projects. Thus, this paper aims to apply a new methodology for measuring financial risk, which permits taking investment decisions based on more robust valuations.

The methodology used in this study takes into account the non-deterministic nature of variables, both internal and external to the company, that affect its profitability. Variables such as international commodity prices, market reference rates or exchange rates. For this, econometric techniques that have not been widely used in the literature are applied. The techniques allow an adequate modeling of the key variables within the financial and operational structures of companies.

In Manotas (2009) and Manotas & Toro (2009) the authors present proposals for the analysis and modeling of uncertainty in the context of project portfolio selection. The first makes an analysis of economic selection of projects under uncertainty, and in the second the authors propose the concept of NPV at risk, as a natural extension of VaR (value at risk), with applications to the sugar sector.

Nevertheless, the application of advanced econometric techniques to build robust feasibility indicators by modeling uncertainty for project valuation is still incipient in the literature. In Uribe, et al., (2015), the authors propose a methodology to construct a feasibility indicator of this type. This indicator is the VaR constructed using econometric techniques such as modelling the autoregressive conditional volatility of the series, the multivariate modeling of the dependency relationships between them through copulas, and scenarios simulation using Monte Carlo techniques. The authors apply empirically their methodology in a Colombian exporter company of the gold sector.

Regarding to the application of advanced econometric techniques and financial engineering for the modeling of risk (but not in the context of optimal selection of investment projects) there has been a high productivity in recent literature. Most papers model the risk by building a VaR with application in electricity prices, carbon emission permits or derivatives prices.

Xiong & Zou (2014) perform a literature review of methodologies to model the volatility of electricity prices. In general, there are four approaches in the literature for modeling the volatility of different prices’ series, these are: the parametric approach, nonparametric approach, semi-parametric approach and computational approach.

The parametric approach requires assumptions about the statistical distribution that the data follow. The methodologies used in this approach are GARCH (Generalized autoregressive conditional heteroskedasticity) and calculating the VaR with EWMA (Exponential Weighted Moving Average) method proposed by RiskMetrics. Chevallier (2011), Feng, et al., (2011), Zhang, et al., (2013) and Hai & Yang (2014) model the volatility in carbon prices using this approach. As for electricity prices, Cifter (2013) also models them following a parametric approach.

The nonparametric approach is based on historical data or simulations to measure risk, therefore it is easy to implement. Within this approach historical simulation techniques and Monte Carlo
simulation are found. This approach is used in Manotas (2009) to risk measurement in a company of public services.

The semiparametric approach does not require strict assumptions about the distribution of the data, but keeps the advantages of the most used parametric methods. The works of Feng, et al., (2012), Wang & Wang (2014), Yang & Lin (2011) are within this approach. The authors make use of GARCH, EVT (Extreme Value Theory) and copulas to model the volatility of carbon prices, electricity prices and rubber futures.

The computational approach is based on Fourier analysis techniques, wavelet analysis, and empirical mode decomposition. Yang & Lin (2011) and Wang, et al., (2014) also apply some of these techniques.

The methodology used in this research lays in the semiparametric approach. It is considered an appropriate approach because the risk factors are on a daily basis. The stylized facts of financial series are taken into account by the use of ARIMA-DCC-GARCH models and extreme value theory, facts as volatility clusters and heavy tails. Yet, the effect of the risk factors effect must not be quantified separately, since they are correlated (linearly and non-linearly). Thus, the co-movement of the factors is what must be considered. The use of copulas enables us to model the multivariate distribution of risk factors, in order to obtain their dependence relationships.

Therefore, the contribution of this study is the application of advanced econometric techniques, that despite they have been explored in other application areas, have not been used in measuring financial risk for feasibility evaluation of investment projects, evaluations that are made with more robust indicators like the VaR of output variables.

This methodology is applied to a company in the Colombian sugar industry, a sector of great importance for the economy of the country and the region. The sector had a production in 2013 of 2.13 million tons of sugar, recording an annual increase of 2.4% compared to 2012. In addition, the sugar industry generated more than 180,000 jobs in the first links of its production chain.

Internationally, global sugar production in 2013 was of 173 million tons. Colombia’s participation in the production was only of 1.14%, hence Colombia is a price taker in this market. Additionally, most of the international transactions of sugar futures are made in the stock exchanges of New York and London, negotiations that determine the international sugar price.

This document is structured as follows: Section 2 describes the methodology used; Section 3 presents the results obtained; Section 4 concludes the study; Section 5 presents the bibliographical references.

2. Methodology

Following Manotas (2009), the construction of a company’s risk assessment model begins with the definition of the input variables, which condition the feasible model results. The input variables can be external (macroeconomic, related to the market, industrial sectors, etc.) or internal (inventory policies, levels of efficiency, production issues, etc.).

In addition, an output variable which is endogenous to the enterprise (such as income, expenses, EBITDA, etc.) must be determined. This variable is chosen according to its exposure to the risk factors, that is the input variables.

Subsequently it is necessary to establish the relationships between the variables, thereby making it possible to define the future cash flows of the project. Once the cash flow is calculated decision criteria such as NPV, IRR, the modified IRR, among others, can be implemented.

In the present study we will take into account external factors, specifically macroeconomic and financial. For example, the exchange rate, commodity spot and futures prices. To determine the volatility of carbon prices, electricity prices and rubber futures.
the relationship between the risk factors the methodology outlined by McNeil, Frey & Embrechts (2005) is followed, obtaining the relationship between them by using copulas and EVT.

The use of copulas, EVT and traditional techniques in time series econometrics, such as Autoregressive integrated moving average models (ARIMA), for the forecast of risk factors in the context of valuation of projects is proposed by Uribe, et al. (2015). This proposal is based on the fact that optimal management of uncertainty requires the identification and quantification of the company’s risk exposures through appropriate econometric techniques.

The first step for establishing relationships between a set of risk factors is to filter the logarithmic returns to consider some of the stylized facts of financial series, such as heteroscedasticity and autocorrelation, using ARIMA - DCC (Dynamic conditional correlation) - GARCH models. Following Engle (2002), returns are equal to:

\[ r_t = f((r_t|\Psi_{t-1}^{\tau})) + \varepsilon_t \quad \forall \ t = 1, ..., T \]  (1)

where \( f(\cdot) \) is an ARMA function and \( \Psi_{t} \) is the set of information available at time \( t \).

Furthermore, the conditional variance-covariance between the returns given by Eq. (2):

\[ H_t = Var(\varepsilon_t|\Psi_{t-1}^{\tau}) \]  (2)

where \( H_t \) is a symmetric positive definite matrix.

Hence, if \( h_{ij,t} \) denotes the element \( ij \) of \( H_t \) and \( \eta_t \) denotes the \( r \)th element of the returns \( r_t \), then the correlation between \( \eta_t \) and \( \eta_{r,t} \) is given by Eq. (3):

\[ \rho_{ij,t} = \frac{h_{ij,t}}{\sqrt{h_{ii,t}h_{jj,t}}} \]  (3)

with \( \rho_{ij,t} \in [-1,1] \) and each element of the diagonal of \( H_t \) follows a univariate GARCH process proposed by Engle (1982) and Bollerslev (1986), as follows:

\[ h_t = \alpha_0 + \sum_{i=1}^{q}\alpha_i \varepsilon_{t-i}^2 + \sum_{j=1}^{p}\beta_j h_{t-j} \]  (4)

where \( \alpha_0 > 0; \alpha_i, \beta_i \geq 0; i = 1, ..., q; j = 1, ..., p; \sum_{i=1}^{q}\alpha_i + \sum_{j=1}^{p}\beta_j < 1 \) for each of the series \( i = 1, ..., N \)

Thus, the conditional variance-covariance matrix, \( H_t \), can be written as follows:

\[ H_t = D_t P_t D_t \]  (5)

where \( D_t \) is the variance matrix and is equal to \( \text{diag}\{h_{11,t}^{1/2}, ..., h_{NN,t}^{1/2}\} \) and \( P_t \) is the matrix of dynamic conditional correlations.

The estimation of \( H_t \) is performed by the method of maximum likelihood in two stages: first, the conditional variance matrix is estimated; second, the conditional correlation matrix is estimated.

Once the dynamic conditional variance-covariance matrix is estimated it is possible to obtain standardized residuals that are equal to \( z_t \), where:

\[ z_{i,t} = \frac{\varepsilon_{i,t}}{\sqrt{h_{ii,t}}} \quad \forall i = 1, ..., N; \ t = 1, ..., T \]  (6)

After obtaining the standardized residuals a pseudo sample is constructed for each series, in which the marginal distributions of the series are estimated using a semiparametric approach based on the EVT. This estimation of the marginal distributions also considers that financial series usually present distribution functions with heavy tails (another stylized fact of financial time series).

The pseudo sample is equal to:

\[ F_i(z_i) = u_i \quad \forall i = 1, ..., N \]  (7)

\( F_i(\cdot) \) is estimated semi parametrically: in the central part an empirical distribution function is estimated, and the EVT methodology, peaks over the threshold (POT), is used to estimate the parameters of the tails of the distribution (McNeil, et al., 2005).

The POT methodology suggests that the extreme observations, i.e, returns that are in the tails,
follow a Generalized Pareto Distribution (GPD), as described in Eq. (8) (according to Fisher & Tippett (1928) and Gnedenko (1943)):

\[ G_{\xi,\beta}(x) = \begin{cases} \left(1 - \left(1 + \frac{x}{\beta}\right)^{-1/\xi}\right) & \text{si } \xi \neq 0 \\ \exp\left(-\frac{x}{\beta}\right) & \text{si } \xi = 0 \end{cases} \quad (8) \]

where \( \beta \) is a scale parameter, \( \xi \) is a tail shape parameter and \( x = z_i - v_i \), where \( z_i \) are the standardized residuals obtained from Eq. (6) and \( v_i \) is the chosen threshold. In the present study a threshold of 95 percent is used.

To determine whether the pseudo sample, \( u_i \), fits the data properly the Kolmogorov-Smirnov (KS) statistic is calculated, which tests if \( u_i \) distributes uniformly between zero and one.

Subsequently, we proceed to determine the dependency relationships between the series using copulas. Formally, a copula of dimension \( N \) is a distribution function in \([0,1]^N\) with standard uniform marginal distributions. Let \( (u) = C(u_1,...,u_N) \), where \( C \) is a multivariate standard distribution function (dfs) that is a copula, then \( C: [0,1]^N \rightarrow [0,1] \) (McNeil, et al., 2005).

To understand the importance of copulas in the study of multivariate data is important to refer to the theorem of Sklar. This suggests that any multivariate distribution function contains copulas, and copulas can be used in conjunction with univariate dfs to build multivariate dfs (McNeil, et al., 2005). In other words, the theorem states that if \( F \) is the joint distribution function with margins \( F_1,...,F_N \), then there is a copula such that for all \( z_i \in \mathbb{R} = [-\infty, \infty], i = 1,...,N \), holds that:

\[ F(z_1,...,z_N) = C(F_1(z_1),...,F_N(z_N)) \quad (9) \]

Thus if \( C(\cdot) \) exists, this function contains all the dependence structure of the series.

In the present study, five types of multivariate copulas are used: Clayton, Gumbel, Frank, Normal and t-student. To determine the copula that best fits the data we use four information criteria proposed by Joe (1997) and Zivot & Wang (2006) to compare between copulas. These criteria are: the logarithm of maximum likelihood, Akaike (AIC), Bayesian (BIC) and Hannan-Quinn (HQ). Which are defined as:

\[ \log^* (\theta | u_1,...,u_N) = \sum_{i=1}^{T} \log c(u_i,...,u_N) \quad (10) \]
\[ \text{AIC} = \log^* - P \quad (11) \]
\[ \text{BIC} = -2\log^* + P \log(T) \quad (12) \]
\[ \text{HQ} = -2\log^* + 2P \log(T) \quad (13) \]

where \( \theta \) is the vector of estimated parameters of the copula, \( c(u_1,...,u_N) \) is the density function of the copula, \( P \) is the number of estimated parameters and \( T \) is the number of data.

After selecting the best copula, \( m \) scenarios are simulated by means of the Monte Carlo technique based on the estimated parameters of the copula. The simulation gives as result the marginal distribution of each factor \( u_i \), however by construction it is distributed uniformly between zero and one. Therefore we must perform the inverse operations of each step made to model the copulas, in order to obtain the marginal distribution of each factor in terms of returns.

This implies that the GDP inverse distribution function of the tails and the empirical distribution inverse of the marginal distributions must be obtained. In this process the marginal distributions of standardized returns, \( r_i \), of the risk factors are obtained. These factors follow the same multivariate distribution.

\[ r_i = F^{-1}(u_i) \quad (14) \]

Finally, the VaR of the chosen output variable is calculated. This variable is affected by the risk factors simulated by means of copulas and EVT. The VaR is a method to model the uncertainty of the company, using statistical techniques to quantify the exposure to market risk that it faces.
Theoretically, the VaR is a measure of the maximum expected loss of a portfolio of assets in a given period, at a given confidence level $\alpha$ (Christoffersen, 2011). In the present study the portfolio is composed of the simulated returns $r_i$.

Three risk factors are taken into account: the futures contracts price of the NY Stock Exchange (Contract No.11- raw sugar) and of the London Futures Exchange (Contract No.05 - white sugar) and the exchange rate between Colombian pesos and United States dollars (TRM for its acronym in Spanish). In addition, the gross profit is the output variable which is affected by the risk factors. The VaR of the gross profit is equal to:

$$\text{VaR}_{(1-\alpha)} = k \cdot \left\{ \left[ \text{National Volume} \cdot \text{Intern Price} \right] + \left[ \sum_{i=1}^{2} w_i \left( \mu_i + \sigma_i \eta(1-\alpha) \right) \cdot \text{price}_i \right] \cdot \left[ \mu_{\text{TRM}} + \sigma_{\text{TRM}} \eta_{\text{TRM}}(1-\alpha) \right] \cdot \text{TRM} \cdot \text{Export Volume} \right\}$$

$$i = \text{contract price No 11, contract price No.05}$$

Where $\mu_i$ is the forecasted mean of the risk factor $i$ for the next period, estimated using an ARIMA model. $\sigma_i$ is the forecasted standard deviation of the factor $i$, estimated with a DCC-GARCH model. $\eta(1-\alpha)$ is the return located at position $1 - \alpha$ of the loss distribution. $w_i$ is the proportion of sugar exports, raw or white, of total exports.

Thus, the term $\left[ \sum_{i=1}^{2} w_i \left( \mu_i + \sigma_i \eta(1-\alpha) \right) \cdot \text{price}_i \right]$ corresponds to the company’s revenues from exports of sugar in the international market; revenues that are risky because they depend on the behavior of the three risk factors.

The term $\left( \text{National Volume} \cdot \text{Intern Price} \right)$ corresponds to the company’s revenues derived from domestic sugar sales, revenues that are risk-free as the price received by the sugar mills is regulated by the Sugar Price Stabilization Fund (FEPA for its acronym in Spanish). FEPA is an instrument that operates as a clearing house, managed by Asocaña. The stabilization fund charges producers and exporters who sell the sugar on the market at a price above the reference price of the FEPA. By contrast, the fund pays a compensation when the market price is lower than its reference price.

Finally, $k$ is the ratio $\left\{ \left[ \text{Sales Costs/Operational Revenues} \right] \right\}$.

As risk factors have a daily frequency, the VaR of the company’s gross profit calculated is on a daily basis. To obtain the VaR on a monthly basis (the enterprises’ profits are consolidated monthly) it is necessary to divide the volume of domestic sales and exports between 12. Also, following Melo & Granados (2011), we must multiply the forecasted mean by 20 and the forecasted standard deviation by $\sqrt{20}$. Hence, the monthly VaR of the gross profit is equal to:

$$\text{VaR}_{(1-\alpha)} = k \cdot \left\{ \left[ \left( \text{National Volume}/12 \right) \cdot \text{Intern Price} \right] + \left[ \sum_{i=1}^{2} w_i \left( 20 \mu_i + \sqrt{20} \sigma_i \eta(1-\alpha) \right) \cdot \text{price}_i \right] \cdot \left[ 20 \mu_{\text{TRM}} + \sqrt{20} \sigma_{\text{TRM}} \eta_{\text{TRM}}(1-\alpha) \right] \cdot \text{TRM} \cdot \text{Export Volume}/12 \right\}$$

$$i = \text{contract price No 11, contract price No.05}$$
3. Results and discussion

As mentioned in the previous section, the three risk factors simulated are the futures contract price No. 05 of the London Futures Exchange (LIFFE), the futures contract price No. 11 of the New York Stock Exchange in the Intercontinental Exchange (ICE) and the TRM. The frequency of the data is daily and the period of analysis is from January 3 of 2003 until February 28 of 2014.

The contract No. 05 is the world benchmark contract for the sales of white sugar. The contract provides a price for physical delivery of 50 tons of raw sugar, FOB-port of shipment. The contract No. 11 is the world benchmark contract for the sales of raw sugar. The contract provides a price for physical delivery of 112,000 pounds of raw sugar, FOB-port of shipment.

The prices of the three risk factors are presented in figure 1. The three series are possibly nonstationary in mean, since the series do not fluctuate around their average value. In addition, the series present trends. Therefore, it is necessary to perform unit root tests to determine the order of integration of the series, and to determine if it is necessary to differentiate in order to make them stationary in mean.

Additionally, in Figure 1 the price returns of the three risk factors considered in this study are presented. In the figures we can see that the series might present some stylized facts of financial series such as volatility clusters and heteroskedasticity.

Because the series in levels present signs of nonstationarity in mean, a Dickey-Fuller test was performed for each of them. Three test versions were performed: the first determines whether the series presents a unit root, this is done with the series in levels and without including intercept or trend; the second determines if the series is trend stationary, in this case an intercept and a trend component is included; the third test is performed to determine whether the series has a stochastic trend or not.

Given the results of the tests, it can be concluded that the three series have a stochastic trend component, then it is necessary to differentiate the series to make them stationary in mean. Once the series are differentiated we proceeded to model the series in mean by an ARIMA model. For the series of prices No. 05 an ARIMA (1,1,1) was chosen and the forecast of the returns’ mean is 0.000295. For the series of prices No. 11 an ARIMA (3,1,2) was selected and the forecast of the returns’ mean is 0.000286. For the TRM series an ARIMA (1,1,0) was chosen and the forecast of the returns’ mean is -0.000118.

Figure 1. Risk factors prices and returns
Subsequently, the variance of each series was model by means of a DCC-GARCH model, and the filtered residual series obtained. The pseudo sample was constructed using the filtered residuals, where the tails are adjusted to a Generalized Pareto Distribution, and the center follows an empirical distribution. The EVT parameters of scale and shape of each distribution and the statistic KS are presented in Table 1.

Table 1. EVT Parameter and KS Statistic

<table>
<thead>
<tr>
<th></th>
<th>Right Tail Parameters</th>
<th>Left Tail Parameters</th>
<th>KS Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shape</td>
<td>Scale</td>
<td>Shape</td>
</tr>
<tr>
<td>Contract No. 05</td>
<td>0.5932</td>
<td>0.5327</td>
<td>0.2912</td>
</tr>
<tr>
<td>Contract No. 11</td>
<td>0.6644</td>
<td>0.5980</td>
<td>0.0057</td>
</tr>
<tr>
<td>TRM</td>
<td>0.5326</td>
<td>0.6316</td>
<td>-0.0077</td>
</tr>
</tbody>
</table>

Source: own elaboration. According to the statistical KS, for the three series there is not enough evidence to reject the null hypothesis that the pseudo sample is uniformly distributed between 0 and 1.

Table 2 shows the parameters of the estimated copulas and the selection criteria. The copula that best fits the data is the t-student, it presents the maximum likelihood and AIC, and minimizes the BIC and HQ criteria.

Table 2. Copulas and information criteria

<table>
<thead>
<tr>
<th>Copula</th>
<th>Coefficient</th>
<th>Maximum Likelihood</th>
<th>AIC</th>
<th>BIC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>0.2426</td>
<td>218.4547</td>
<td>217.4547</td>
<td>-430.0016</td>
<td>-433.0441</td>
</tr>
<tr>
<td>Clayton</td>
<td>0.2908</td>
<td>192.7129</td>
<td>191.7129</td>
<td>-378.5181</td>
<td>-381.5605</td>
</tr>
<tr>
<td>Gumbel</td>
<td>1.1541</td>
<td>157.5681</td>
<td>156.5681</td>
<td>-308.2284</td>
<td>-311.2709</td>
</tr>
<tr>
<td>Frank</td>
<td>1.4187</td>
<td>202.5732</td>
<td>201.5732</td>
<td>-397.6068</td>
<td>-400.6492</td>
</tr>
<tr>
<td>t-student</td>
<td>0.2629</td>
<td>318.5341</td>
<td>316.5341</td>
<td>-623.2526</td>
<td>-629.3375</td>
</tr>
</tbody>
</table>

Source: own elaboration

After choosing the t-student as the copula that best describes the dependency relationships between the three risk factors, 1,000 scenarios were simulated using the Monte Carlo technique based on the estimated copula’s parameters. The marginal distribution of each factor was obtained from the simulation.

The standardized distributions of the risk factors’ marginal returns, $r_i$, that follow the same multivariate distribution were obtained after performing the inverse operations of the steps made to model the copulas.

With the standardized residuals and hypothetical information from a sugar mill that produces raw and white sugar, the VaR of the monthly average gross profit was constructed at 95% confidence. The sugar mill hypothetical values are presented in Table 3.

Table 3. Sugar mill Information

<table>
<thead>
<tr>
<th>SUGAR MILL DATA</th>
<th>Cost-Revenues Ratio</th>
<th>Volume of domestic sales (ton)</th>
<th>Volume of exports sales (ton)</th>
<th>Average domestic price ($/ton)</th>
<th>Contract No.05 proportion of exports</th>
<th>Contract No.05 proportion of exports</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.8093</td>
<td>508,427</td>
<td>444,229</td>
<td>721,220</td>
<td>75.90%</td>
<td>24.10%</td>
</tr>
</tbody>
</table>

Source: own elaboration. The exports proportions of each contract were obtained from Asocaña (2013).

According to these values and the estimates, the value at risk of the average monthly gross profit at 95% confidence is equal to $ 11,758,951,371 Colombian pesos (COP). That is, with a 95%
confidence level the company can expected to have a minimum of $ 11,758,951,371 COP monthly gross profit.

Figure 2 presents the histogram of the loss function estimated, as the calculated VaR.

**Figure 2. Value at risk of the average monthly gross profit at 95% confidence, millions of colombian pesos**

Source: own elaboration.

Finally, the utility at risk calculated is compared with the operational expenses of the company. The monthly fixed costs are $ 6,383,767,000 COP, so the company can expect to be above the break-even point in terms of revenues.

4. Conclusions

The present study performed an application of a methodology for optimal selection of investment projects. This methodology suggests that optimal management of uncertainty requires the identification and quantification of companies’ risk exposures through appropriate econometric techniques. Among the econometric techniques applied are: ARIMA models for forecasting risk factors; modeling autoregressive conditional volatility of the risk factors; EVT application for modeling the tails of the factors’ distribution factors; multivariate modeling of dependency relationships between series by copulas.

The application of this methodology in a hypothetical company of the sugar sector allowed modeling three risk factors that affect its gross profit. These risk factors are the prices of sugar futures contract 11 and 5, and the TRM. To model the multivariate dependence between the risk factors, for each series its mean and variance were modeled using ARIMA processes and DCC-GARCH models. Subsequently, a pseudo sample was constructed by EVT to adequately model the tails of the distribution that are of special interest in financial series. We proceeded to estimate different copulas to determine the one that best fits to the data, this was the t-student copula. Then, 1,000 scenarios were simulated using Monte Carlo techniques based on the parameters estimated of the copula selected. However, the distributions simulated by construction are distributed between zero and one, therefore the inverse operations of each step were performed to obtain the marginal distribution of each factor in terms of returns.

Afterwards, we estimated the value at risk of operational gross profit, output variable that is affected by the risk factors modeled. In this case, the factors do not affect the total gross profit, they affect only the part derived from exports. For the sugar mill a volume of domestic sales and exports were supposed to estimate the VaR. The value at risk of the average monthly gross profit at 95% confidence is equal to $ 11,758,951,371 COP. In addition, the utility at risk calculated was compared with the operational expenses of the company, concluding that it can expect to be above the break-even point in terms of revenues.

The above results are important inputs for subsequent valuations of specific investment projects in a much more robust manner than traditionally done.

Although the methodology used in this study faces many of the shortcomings in traditional assessment strategies of investment projects, the methodology does not take into account that risk scenarios that companies face may vary over time, i.e., they may be dependent on the state. In the case of companies that export, e.g., face macroeconomic risks such as exchange rate and commodity prices. These risks behave differently, for example, in times of drought and no drought in the places of production of the good. Listed security companies are another example; they face
the market risk arising from the exposure of their portfolios to the price of various stock indices. These indices evolve differently according to economic booms and recessions.

Due to the above considerations it is relevant for future research to advance theoretically and empirically in the understanding of the risk factors that affect companies, in particular it is desirable to expand the understanding of the dynamics underlying the different ways of measuring risk across different regimes.
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