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Resumen

Las practicas para el manejo 6ptimo de inventarios son una necesidad
en las cadenas de abastecimiento, en especial para productos industriales
terminados. Un aporte al mejoramiento de esta cadena logistica consiste
en encontrar modelos eficientes para el pronéstico de la demanda de estos
productos y que a su vez permitan minimizar los costos del manejo de
los inventarios; aspectos que se dificultan cuando hay presencia de pocos
datos histéricos. La propuesta de este trabajo consiste en aplicar varias
técnicas bayesianas con un método de optimizacién, comparando su efi-
ciencia mediante el indicador MAPE para el prondstico de la demanda, en
casos de pocos datos. Los resultados indican que la técnica de pronéstico
del valor esperado con retardo de orden 1 en los parametros, usando la
metaheuristica Tabt, es la que muestra mejor acierto en el prondstico.

Palabras clave: estadistica bayesiana, modelos de pronéstico, opti-
mizacion.

Abstract

Practices for optimal inventory management are a need at supply chains,
especially for finished industrial products. A contribution to this logistic
chain consists in finding efficient forecast of products demand, which
permits to minimize cost inventory management, aspects that are more
difficultin the presence of few historical data. This work proposal consists
in the application of various Bayesian techniques with an optimization
method, comparing its efficiency with MAPE indicator for demand fore-
casting, with few historical data. Results indicate that the expected value
technique with an order 1 delay in the parameters, using Tabu metaheu-
ristic shows the best accuracy in the forecast.
Keywords: bayesian statistics, forecast models, optimization.
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1. INTRODUCCION

La planeacién y seguimiento de un sistema de inventarios contempla mu-
chas variables, como la demanda, tiempos de suministro, entre otras [1].
Este sistema, a su vez, orienta la planeacion de produccién y distribucién
[2], [3], lo que hace exigente una estimacién adecuada de la demanda de
producto terminado. De un buen pronéstico dela demanda de los productos
terminados depende la planeacion eficiente del abastecimiento, pues afecta
la logistica en general, asi como las utilidades de la compania, lo cual im-
pacta en gran medida su funcionamiento. Por ello, el reconocimiento de la
aleatoriedad de la demanda y su adecuada modelacion para predecir sobre
esta es objeto de numerosos estudios, como lo muestran las revisiones de
los autores: [3], [4].

La demanda de producto terminado ha sido pronosticada en numerosos
trabajos: [2], [3], [5], [6], con modelos como regresién, Modelos Integrados
Autorregresivos y de Medias Moéviles (ARIMA), o los estacionales SARIMA,
suavizacion exponencial, entre otros, con el fin de lograr una planeacion
adecuada de la logistica e inventarios de producto terminado. También se
muestra en [7], quienes proponen un modelo de prondstico basado en una
distribucion empirica de probabilidad para la demanda, logrando apa-
rentemente mantener un servicio el 95 % en el cumplimiento de pedidos,
afirmando que el requerimiento de normalidad de los modelos ARIMA y
de regresiéon no se cumple en muchos casos, o incluso no se cuenta siempre
con la cantidad de datos requerida por estos modelos. Sin embargo, con
dicha distribucion hallada queda la pregunta respecto a qué tanto hubiera
mejorado el pronoéstico si se tienen en cuenta otras caracteristicas, como:
tendencias, rezagos y estacionalidad, para capturar mejor la variacion de
la demanda.

Por todo esto, encontrar alternativas de prondsticos acertadas que no re-
quieran demasiados datos para ello, son objeto de interés en la industria
manufacturera y de varias investigaciones, en especial las que utilizan los
métodos bayesianos como los que se presentan en este trabajo aplicado
[8]-[11].

El proceso de la modelacién bayesiana parte de la definicién de una distri-
bucién de probabilidad a priori para el (los) parametro (s) y de otra para
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los datos, obteniendo con su multiplicacion la distribucién de probabilidad
a posteriori [12], con la cual se estima la funcién predictiva. Este proceso
es basico para estimar diversos modelos de prediccién bayesianos [10],
[13], como los utilizados en este trabajo: el método de inferencia predictiva
bayesiana [13], el valor esperado bayesiano [14] y la propuesta de pardme-
tros autorregresivos en el método de valor esperado, atiles cuando existen
pocos datos historicos.

La propuesta de este trabajo consiste en describir cuatro métodos estadis-
ticos, tres bayesianos y uno basado en generacion de variable aleatoria
con distribucién Poisson para realizar prondsticos de demanda. Se agrego
ademéds el algoritmo metaheuristico Tabt para dos métodos bayesianos
con el fin de optimizar su resultado. Se simula la eficiencia de los métodos
bayesianos explicados y se aplican al caso de un producto terminado para
una empresa manufacturera, con el fin de comparar cuél es el mas eficiente
para pronosticar usando el indicador de error de pronéstico o capacidad
(MAPE).

2. MODELAMIENTO BAYESIANO

Laestadistica bayesiana utiliza distribuciones de probabilidad para modelar
la incertidumbre de variables aleatorias, que en este caso son los parame-
tros distribucionales, los modelos de regresién o de series de tiempo. Las
estimaciones de pardmetros de los modelos propuestos se calculan con
la funcién a posteriori, que es proporcional a la verosimilitud observada
multiplicada por la distribucién a priori.

En el modelamiento de prondstico bayesiano se utiliza la distribucion pre-
dictiva como base del valor que se va a pronosticar, que a su vez se basa
en la distribucién a posteriori para los parametros involucrados en dicha
estimacion [15]. Dicho modelamiento requiere algunas vecesla provisién de
informacién de expertos o conocimiento del comportamiento distribucional,
asicomo datos actualizados en el instante de tiempo previo a su estimacion.

Para estimar los prondsticos con inferencia predictiva bayesiana es usual
actualizar el valor del pardmetro principal con un proceso que comienza
por derivar el logaritmo natural de la funcién a posteriori, denominado
estimador de Bayes de la funcion de pérdida escalonada. Las siguientes
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son notaciones asociadas a términos del proceso de estimacion bayesiana
y pronosticos llevadas a cabo en este trabajo:

* X, denota el t ésimo valor de la serie en el tiempo ¢.
* La serie empieza en t=1.

* Los pardmetros como variables aleatorias inciertas pueden denotarse
con caracteres griegos, considerados los parametros desconocidos, y
romanos para los conocidos.

e La distribucién a priori para cada variable aleatoria, denotada ¢{(A).
La funcién de verosimilitud es L(A | datos). La distribucién conjunta
a posteriori de dos cantidades aleatorias es {(A,a.| D). A partir de la
conjunta anterior se determina la distribucién a posteriori condicional
para cada variablea: (a | A, D).

* Los valores observados de la serie seran X, X, X....X,; los valores
futuros inciertos seran X, , X,,, X, ..

* La distribucion predictiva para pronosticar X,se denota P(Y,| D, ); ver
su definicion en [13].

La simulacién de parametros y valores pronosticados a partir de la distri-
bucién a posteriori y predictiva se realiza con técnicas como Monte Carlo
por Cadenas de Markov, introducida en la siguiente seccién.

Monte Carlo por Cadenas de Markov (MCMC)

El método de Monte Carlo genera valores independientes tomando como
base una distribuciéon de probabilidad deseada. Las cadenas de Markov
se basan en una estructura de dependencia entre los valores simulados
consecutivamente. Al unir ambas técnicas se crea el método Monte Carlo
por Cadenas de Markov, que consiste en hacer un muestreo a partir de dis-
tribuciones de probabilidad basadas en la construccion de cadenas, donde
cada valor simulado, de acuerdo a [12] y [16], tiene dependencia con el dato
anterior, llegando a una convergencia a la distribuciéon deseada. Después
de gran cantidad de simulaciones se establecen resultaos que se utilizan
como una muestra incorrelacionada de la distribuciéon deseada.
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Los métodos MCMC son una estrategia para generar valores de la variable
aleatoriabuscada A’ mientras explorael espacio usando cadenas de Markov.

La simulacién para actualizar el valor del pardmetro A para este trabajo
se llevo a cabo con el proceso de MCMC, que se basa en el muestreador de
Gibbs, y este, a su vez, utiliza las distribuciones a posteriori condicionales
conocidas de los pardmetros, valor que permite la actualizacién de la fun-
cién predictiva para el pronoéstico.

Muestreador de Gibbs

Es una de las técnicas mas usadas para las simulaciones de procesos de
Monte Carlo por Cadenas de Markov (MCMC). El muestreador de Gibbs
requiere conocimiento especifico sobre la naturaleza condicional de la
relacion entre variables de interés. La idea basica es realizar un muestreo
para el parametro, por ejemplo, A, a partir de su distribucion a posteriori
condicional. Cuando se involucran mas pardmetros, este muestreador utiliza
cada una de las distribuciones a posteriori condicionales por parametro.

Este método se puede definir como un kernel de transiciéon [12], creado
por una serie de distribuciones condicionales en un esquema markoviano,
actualizado entre ellas mismas; estas se basan en la distribucién a posteriori
§(A), donde A es el parametro para producir una cadena de Markov ciclica
alrededor de las condicionales y que converja a dicha distribucion.

El siguiente es un resumen del proceso iterativo del muestreador de Gibbs,
si inicamente se requiere hacerlo para el parametro A:

Elegir valor inicial: A/

En la j ésima iteracion el ciclo se completa generando valores de cada
parametro condicionados a los valores previamente encontrados de las k
distribuciones dadas por A~ | AU1].

Asi, se incrementa j hasta la convergencia de la distribucién a posteriori
del parametro [12]. Cuando existen mas parametros, cada uno se actualiza
a partir del cambio de los anteriores, por ejemplo:
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A~ a1, 2U-1] y a[f]~§[xla[f‘1], k[J]]

3. METODOLOGIA

En este articulo se estudian cuatro métodos estadisticos: tres modelos ba-
yesianos y uno de generacion de variable aleatoria. En las tres subsecciones
siguientes se describe el proceso analitico de cada una de las tres técnicas:
método deinferencia predictiva bayesiana, método de valor esperado baye-
siano de la funcién predictiva y valor esperado bayesiano con parametros
autorregresivos, y en la siguiente, el algoritmo Tabt para optimizar las tl-
timas dos; procesos necesarios para mostrar la metodologia estadistica que
lleva a cada ecuacién usada en los pronésticos, cuyo desempefio especifico
se muestra en los resultados para el caso de estudio al que fueron aplica-
dos. Estas se comparan con otra técnica cldsica: la generacion de variable
aleatoria Poisson, por medio del MAPE, el cual muestra mejor desempefio
cuando su valor es menor.

El caso de estudio se trata de un producto de alto volumen de ventas en
la empresa, que constantemente busca mejores técnicas para optimizar
sus prondsticos, y con ello, la planeacion de sus inventarios. La empresa
proporciona 24 datos de demanda mensual real. A continuacién se explica
el proceso analitico de los métodos bayesianos propuestos.

Pronésticos con la funcién predictiva bayesiana

Los datos tienen una naturaleza discreta que de acuerdo con una prueba de
bondad de ajuste siguen una distribucién de Poisson, cuyo parametro A se
asume con distribucién a priori Gamma, que a su vez tiene pardmetros oy ff
que se asumiran con distribucién a priori uniforme. La distribucién Gamma
esrecomendada en [8]. La funcién predictiva serd explicada a continuacién.

La media de los datos con distribucién Poisson es 100.17, que se establece
como valor inicial para la funcién de verosimilitud dada por L(A | datos),
donde A representa una tasa de ventas mensuales de naturaleza continua.
A partir de esta se obtuvo la distribucién a posteriori {(A | o, , datos) con-
dicional, con la cual se realiza la funcién predictiva, como se expresa de
forma analitica a continuacion.
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Funcién de Verosimilitud: Distribucién Poisson para los datos

n

WXt lZ{l:l Xj g—nk
L(AIxq, X5, e, X =1_[ = @)

i=1

Funcién de distribucién a priori para Lambda: dicho pardmetro seguird
la distribucion Gamma (o, ). Para simplificar las ecuaciones se usara la
palabra: Datos para representar la muestra: X, X,,...X .

_ P a14-i con A0 2
80) =g e (2)
Distribucién a posteriori para A:
B et apem 3)
E(\, a, B|Datos) « o) A e

Quedando la siguiente:

£(A|a, B, Datos) « ACEZ X1 (B+m), A>0  (4)

Distribucién a posteriori para a:

(t:y(al}\q B, DatOS) = %}LQ+Z?=1 Xji—1 (5)

Distribucién a posteriori para f:

E(BIA, a, Datos) = Be *(B+m (6)

Para las ecuaciones (5) y (6), el pardmetro A se actualiza usando su estima-
dor, que es el valor esperado de la distribucion a posteriori camma+ ) x.6+m.
A partir de la distribucién dada en (4), actualizandola con los parametros
via MCMC por las distribuciones dadas por (5) y (6), se estima la funcién
predictiva para pronosticar X,,

for x Keaa[X) = fo f(xesa 1) ECla B, Datos)dh  (7)

186 Ingenieria y Desarrollo. Universidad del Norte. Vol. 32 n.® 2: 179-199, 2014
ISSN: 0122-3461 (impreso)
2145-9371 (on line)



APLICACION DE MODELACION BAYESIANA Y OPTIMIZACION PARA PRONOSTICOS DE DEMANDA

© 7\,Xt+1e_7‘ Boc a+Xin, Xi—1

A e~ By, 8)

f; X1 |X) = _—
xt+1|x( t+11X) J;) Xerg! T(a)

Tomando “~ “+;X‘ y B, = p+n , y agregando términos en la integral y
externamente para completar la forma de la distribuciéon gamma cuya
integral vale 1, la expresion anterior se puede simplificar ast:

(ay + Xeqq) B (1 + Bl)aﬁx(“l)

A‘Xt+1+0¢1—1 —A(B1+1) d)\,(g)
Xepr! (L4 B e T(a) J,  Tloy + Xey1) ¢

f)(t+1|x (Xt+1 |Xt) =

Lo anterior lleva a

(o + Xe1) B*
Xep1! (1 + Bp)% 1 (o)

e xKes1 [Xp) = (10)

A partir de la funcion predictiva dada en (10) se simulara el valor futuro
X,,,, 0 pronostico de las ventas para este caso, usando los siguientes pasos:

* Calcular la sumatoria y los valores del primer afio (n = 12 valores).

* Actualizar la demanda modificando la sumatoria con la ampliacion
del conjunto de datos (incremento en 1) y guardar estos para el si-
guiente paso hasta abarcar los 24 meses.

* Actualizar los parametros o y 9, con la cadena MCMC dada por el
muestreador de Gibbs, usando las a posteriori respectivas.

* Realizar prediccién con la funcién predictiva para encontrar el pro-
nostico X,,, en cada mes (t) y medir el error relativo absoluto.

* Estimar cada error relativo y promediar los de todo el afo (12) para
obtener el MAPE de prondsticos de 2011, indicador usado para com-
parar la eficiencia de todos los métodos.

Pronéstico con el valor esperado

El valor esperado para la prediccion bayesiana se deduce a partir de la
a posteriori obtenida y es condicional a los datos pasados, asi E[X,,, |x],
donde X,,, es el valor que se va a pronosticar en el periodo expost (t+1) y
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x representa los datos pasados, lo que por definicion se ilustra de manera
analitica a continuacion:

Distribucién a priori paraA: Gamma (o, ), haciendo un cambio en la forma
de escritura: 1/ en lugar de f.

La distribucién a posteriori para A, asumiendo los parametros a y f fijos, es:

1 Aa 1 —ﬂ,/ /IEL 1 Le—nﬂ.
T()B® n
EA|Datos) = ( )1'8 =1 X! (11)
Aa+2’i1=1xi—1e_/1/3_n/1

L, x: ! I{a) B*
Donde

1
ﬂa+2?=1 Xi—le_l(ﬁ-"n)di (12)

£ = j T m) -

oo n _,(1+pn
fe(x) = J P P!

1
i=1 % [()B* (13)

La integral de la ecuacion (13) corresponde a la forma de una distribucion
Gamma, como se hizo en la seccién anterior, agregando términos tanto en
la integral como externamente; la expresion (13) se puede simplificar asi:

n a+ii, x;
fr (%) =~ m ape 1'1[( TG (a+;xi> (1 fﬁn) (14)

Quedando:

ﬁﬁwz?ﬂ Xi=1,~2/B-nA
1 Xj . o
EA|Datos) = SLATIC) m (15)

1 . < B >a+Zi=1 xi

Mot T@pe @ 4 ¥\ T
Asi:
ﬂa+z?:1xi_1e—ﬂ(l+ﬁb’n
&(AlDatos) = - B\ (16)

IMa + X x;) (m)
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., . . . .« N . —ﬁ
La ecuacion (16) tiene la forma de una distribucion ™" (“*;"“Hﬁn). El
valor esperado para la prediccion bayesiana se basa en la distribucion a
posteriori para A, como se muestra a continuacion:

Valor esperado:

EXiq]x) = f E(x¢41|4) E(A|Datos)d A 17)
0
© /Ia@;z:lxi_le—z(uﬁﬁn)
EXppqlx) = j p) —dA (18)
0 . B a+yi_; x;
I+ 32,2 (14 55)
1 @ n _,I(M>
E(Xp41lx) = e xf ﬂvl+a+2i=1xi_1e B )di (19)
ez (i)

En la ecuacion (20) la integral tiene la forma de distribuciéon Gamma; agre-
gando términos de forma similar a la expresion (16) se tiene:

n

E(X¢y1lx) =m<a+2xi>1"<a+ixi> (ﬁ) (20)

i=1

E(Xiiq1lx) = <a + Zn: xl-> (1:%) (21)
i=1

El valor esperado de la ecuacion (21) constituye la base para elaborar el
pronoéstico de la demanda de cada mes. Con base en esta se realiza un mé-
todo de optimizacién Tabti, que ha mostrado tener 6ptimos resultados en
[17], [19]. Para esta técnica, los parametros o, y 3, se convierten en variables
de decision y se optimizan 24 valores, 12 para cada uno, correspondientes
a los 12 meses del afio 2011.
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Pronéstico con parametros autorregresivos del valor esperado

Los pronésticos incorporan valores actualizados hasta t-1 de los datos;
por lo tanto, en esta seccién se propone incorporar una modificacién al
valor esperado (21), agregando retardos de sus parametros, los cuales se
adicionan multiplicandolos por el coeficiente 0.1, el cual sale del andlisis de
autocorrelacién de orden1 que tienenlos datos originales, por tanto, se toma
como un efecto que puede causar dicho retardo en la estimacion siguiente.

La ecuacion (22) es el valor esperado modificado con dichos retardos:

S +0.18,
E(Xt+1|x) =\ a; + 0.1aft_1 + z X (1 T fgtnt n gtlllgt 1)) (22)
i=1 -

Donde

X,,,: valor que se va a pronosticar en el tiempo #+1.
n,: cantidad de datos disponibles para pronosticar.
o,: parametro de forma para el periodo ty a, , es su retardo de orden 1.

B, parametro de escala para el periodo ty 3, es su retardo de orden 1.

A partir de la ecuacioén (22), para el valor esperado bayesiano se aplica la
técnica Tabt para encontrar los parametros respectivos que minimizan el
MAPE.

Metaheuristica Taba

Este es un método que busca optimizar el valor de una funcién objetivo
f(x) con n variables de decision, de manera que se genere una lista con los
valores de los puntos en el espacio n+1 dimensional (n variables y el va-
lor de la funcién objetivo f(x)), llamada lista Tabt. Dicha lista representa
la memoria del recorrido de la basqueda, para evitar repetir los puntos
evaluados previamente, hasta encontrar el mejor valor entre los puntos
explorados. En este trabajo se propone una variacién al presentado en [20],
quienes se basan en una explotaciéon de puntos dentro de un vecindario y
una exploracién para buscar la mejor solucion dentro del espacio de posibles
soluciones, que no garantiza encontrar el 6ptimo global.
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La variacion propuesta en este trabajo consiste en la exploracién de puntos
nuevos usando una combinacién de una distribucién uniforme y una nor-
mal, que no se propone en [20], de manera que se encuentren pardmetros
mensuales para minimizar el error de pronéstico de un producto termina-
do, aplicado a un caso empresarial. La lista Tabu se actualiza cada que se
encuentra un punto que genera un valor de la funcién objetivo menor al
minimo de todos los demas que estdn en la lista Tabu.

Dicho algoritmo se aplica al método del valor esperado bayesiano de las
ecuaciones (21) y (22), buscando minimizar el MAPE (ecuacién 23).

N

MAPE = ! Z
"N

t=1

Donde e=X,-X,,, es el error entre el valor real (X)) y el pronéstico (X,,,), es
decir, la funcién objetivo es el promedio del error relativo absoluto de 12
pronosticos con respecto a los valores reales respectivos de 2011.

(23)

€t
X

Variables de decisién: 24 parametros: 12 para a,y 12 para ,(t=1,2,.....12).

El proceso de estimacion usando el valor esperado en cualquiera de los dos
casos mostrados en las ecuaciones (21) o (22) es el siguiente:

- Estimar un valor esperado inicial con la sumatoria y valor de n de
los primeros 12 meses del ano 2010 y asignar un vector inicial o, y f3,.

- Actualizar la demanda del siguiente afio (2011), cambiando la suma-
toria y el valor de n en cada periodo de tiempo f o mes.

- Realizar la busqueda estadistica del vecindario de valores de la
funcion objetivo, variando los 24 parametros a, y , como variables
de decision, y almacenar en la lista del algoritmo Tabt los mejores
puntos que minimizan el MAPEy posteriormentela depuran, tratando
de encontrar un valor muy cercano al 6ptimo

- Estimar cada error relativo y promediar los de todo el afio (12) para
obtener el MAPE de prondsticos de 2011.
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4. RESULTADOSY DISCUSION

En esta seccion se detalla la prueba de bondad de ajuste para los datos, la
generacion de variable aleatoria y la aplicacion de las ecuaciones y méto-
dos bayesianos para encontrar los 12 prondsticos del afio 2011, asi como la
medicién del indicador MAPE respectivo a cada método, comparando los
resultados para el caso de estudio.

Se estim6 una prueba de bondad de ajuste a 12 valores de las ventas men-
suales reales del producto elegido, del afio 2010 (nombre reservado por
confidencialidad). Al realizar la prueba Chi cuadrado, el Valor-P resultante
es0.3154>0.05; lo anterior prueba que los datos se ajustan a una distribucién
Poisson con el parametro lambda estimadoA. De acuerdo con este andlisis,
la distribucién tiene una media de 100,17 y una desviacién de 10,01.

Prondstico con variable aleatoria

La distribucién Poisson con A=100.17 es una alternativa de pronéstico
cuando no se cuenta con muchos datos historicos, mientras un modelo de
regresiéon o un ARIMA no lo serfan debido a la exigencia de una cantidad
grande de datos.

Con fines de ilustracion, al usar la distribucién Poisson, luego de 1000 si-
mulaciones, se encuentra un error relativo absoluto medio (MAPE para 12
meses) del 23.3 % con un rango de variacion entre 18.7 y 27.5 %, como se
muestra en la tabla 1, lo cual representa un alto error para efectos de una
planeacién de producciéon adecuada para este producto.

Tabla 1. Pronéstico con distribucién Poisson (100.17)

Estadistico Valor del MAPE
Min. 0,1865
1stQu 0,2204
Median 0,2318
Mean 0,2328
3rd Qu 0,2455
Max. 0,2754

Fuente: Construccion propia.
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Pronésticos con la funcion predictiva bayesiana

El proceso analitico de la técnica de inferencia predictiva bayesiana ex-
plicado previamente se aplica a los datos usando una programacién en el
lenguaje R, usando la ecuacion (10). Proceso que finaliza con el pronodstico
de 12 meses de demanda del producto para el afio 2011, con los cuales se
calculan los errores relativos absolutos, llevando al promedio: MAPE. Este
indicador fue simulado 1000 veces, y se encontré un rango de variacién
entre 27,9 y 58,9 %.

Tabla 2. Prondstico con funcién predictiva

Estadistico Valor del MAPE
Min. 0,2788
1stQu 0,3926
Median 0,4214
Mean 0,4244
3rd Qu 0,4573
Max. 0,5891

Fuente: Construccion propia.

La simulacién basada en la ecuacién (10) y el muestreador de Gibbs mostré
que los prondsticos encontraron incorrelacion en los valores simulados, lo
cual muestra que hay convergencia; a pesar de esto y de acuerdo con su
MAPE, no genera 6ptimos resultados para el caso de estudio. Se elaboré
una prueba de bondad de ajuste en relacion con el pardmetro simulado A,
y se encontro la forma de la distribucién Gamma, como originalmente se
propuso, lo cual mostré eficiencia del algoritmo de muestreo disefiado.

Simulacion de escenarios

Se simularon 12 valores de ventas, a partir de tres escenarios: procesos AR1
con correlaciones 0.1, 0.5 y 0.8, con la media de 100.17. El proceso se repitié
500 veces, y los resultados son muy similares al caso de estudio, acorde
con la tabla 3.
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Tabla 3. Simulaciones de Inferencia Predictiva en tres escenarios

Estadistica AR1(0.1) AR1(0.5) AR1(0.8)
Min. 2932 % 27.22% 28,26 %

1st Qu 40,34 % 40,62 % 40,51%
Median 4326 % 4351% 4362 %
Mean 4341% 43,65 % 4352%

3rd Qu 46,28 % 46,83 % 46,67 %
Max. 60,26 % 58,44 % 56,70 %

Fuente: Construccion propia.

Lamedia deerroresabsolutosrelativosMAPE es muy similar enlos tres casos.
Prondstico del Valor esperado con optimizacion Taba

En esta seccion se utiliza el valor esperado bayesiano ilustrado en la ecua-
cion (22). Es de anotar que sin emplear la metaheuristica de optimizacion
Tab, el indicador MAPE de pronéstico oscila entre 17y 20 %, pero cuando
se utiliza los resultados mejoran significativamente, reduciendo el MAPE
a13.21 %, como se observa en la tabla 4, que ademas ilustra los resultados
obtenidos paralos pardmetros o, f que mejor ajustan el pronéstico mensual.

Tabla 4. Pronodstico con Prima bayesiana

t 1 2 3 4 5 6 7 8 9 10 " 12 MAPE
a | 18343205 | 3091 | 264,1 | 2944 | 2638 | 280,2 | 2481 | 95,84 | 284,5 | 259,5 | 257,8
B | 2875|2943 | 292,7 | 2685 | 280,5 | 301,6 | 405,5 | 394,4 | 396 | 386,9 | 420,9 | 389,1

13,21%

Fuente: Construccién propia.

Simulacion de escenarios

Seutilizaron los tres escenarios del caso anterior. Losresultados se presentan
en la tabla 5. Se aprecia la mejora en el error medio al utilizar el método de
optimizacién Tabu.
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Tabla 5. Simulacién de valor esperado original con método Tab y sin este

Escenarios con valor esperado original, sin Tabu Escenarios de valor ?sperado f)riginal
con metaheuristica Tabu
Estadisticas AR1(0.1) AR1(0.5) AR1(0,8) AR1(0.1) AR1(0.5) AR1(0.8)
Min. 10,2 % 10,3 % 71% 6,63 % 7,36 % 6,94 %
1st Qu 10,6 % 10,6 % 9,7 % 6,80 % 7,59 % 7,09 %
Median 10,7 % 10,8 % 10,0 % 6,97 % 7,65 % 7,23 %
Mean 10,8 % 10,9 % 10,0 % 6,99 % 7,67 % 7,19 %
3rd Qu 11,0 % 1,2% 10,4 % 713% 7,74 % 7,31 %
Max. 1,3% 11,6 % 12,8 % 7,54 % 791% 7,38 %

Fuente: Construccion propia.

Enla siguiente subseccion se muestra que al incorporar los retardos de cada
pardmetro el MAPE mejora aun maés.

Parametro autorregresivo del valor esperado con optimizacion Tabu

Al incorporar el retardo de orden 1 de cada pardmetro, ecuacion (22), el
MAPE se reduce a 8,86 %, lo cual muestra una mejora considerable en los
prondsticos con respecto a la metodologia anterior.

Aunque este sea una aplicacion especifica, si muestra que el algoritmo de
btisqueda metaheuristico Taba mejora mucho el desempefio del método
bayesiano por si solo, aun cuando se incorporan dependencias pasadas,
lo cual da ventajas para el uso de esta técnica de prondsticos propuesta.

La tabla 6 ilustra los mejores resultados de los parametros o y f para cada
tiempo t encontrados con el algoritmo Tabt disefiado e incorporando el

retardado de orden 1 en los pardmetros, para el caso real.

Tabla 6. MAPE del valor esperado bayesiano con pardmetros autorregresivos

t 1 2 3 4 5 6 7 8 9 10 " 12 MAPE

a | 4619 | 248,7 | 33,69 | 273,1 | 270,6 | 236,5 | 199,1 | 86,43 | 1155 | 277,9 | 284,8 | 259,9 6.86%
Y ()

B | 320,9 | 150,5 | 371,6 | 289 | 248,66 | 2456 | 347,5 | 3858 | 479,1 | 370,8 | 389,6 | 364,3

Fuente: Construccion propia.
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Simulacién de escenarios

Utilizando los mismos escenarios descritos previamente, los resultados
de MAPE se aprecian en la tabla 7. De todos los resultados mostrados para
pronosticar, estos son los mejores.

Tabla 7. Simulacién usando valor esperado con parametros
autorregresivos y método Tabu

Estadisticas | AR1(0.1) | AR1(0.5) | AR1(0,8)
Min. 0,181 % 0,135 % 0,817 %
1st Qu 0,217 % 0,258 % 0,837 %
Median 0,234 % 0,311 % 0,857 %
Mean 0,234 % 0,280 % 0,913 %
3rd Qu 0,250 % 0,333 % 0,960 %
Max. 0,266 % 0,365 % 1,064 %

Fuente: Construccién propia.

Sintesis de resultados
El indicador que mide el error porcentual medio en el prondstico (MAPE)
para cada uno de los modelos aplicados se muestra en la tabla 8, tanto para

el caso real de ventas del producto como para los casos simulados.

Tabla 8. Comparaciones del indicador MAPE, caso real y simulaciones

Pronésticogeneracion | Inferencia Valor Valor Valor esperado con
Escenarios | de variable aleatoria | predictiva es Zr(;do esperado Parametros autorre-
Poisson bayesiana P con Tabu gresivos y Tabu
Caso real 23.3% 42.44 % 18 % 13.21% 8.86 %
Sim.AR1(0.1) 20.01 % 43,41 % 10, 8% 6,99 % 0,234 %
Sim.AR1(0.5) 20.54 % 43,65 % 10, 9% 7,67 % 0,280 %
Sim.AR1(0.8) 21.18% 43,52 % 10, 0% 7,19 % 0,913 %

Fuente: Construccion propia.

En la tabla 8 claramente se observa que el mejor resultado, tanto para el
caso real estudiado como para los escenarios de simulacién, es el valor
esperado con retardos en los parametros y uso de optimizacién Tabt, por
obtener el menor error medio MAPE de 12 prondsticos.
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5. DISCUSION

Es de anotar que el método bayesiano debe actualizarse en cada tiempo
t, asi como el valor de la distribucién a priori, de manera que se renueva
su prondstico a partir de informacién reciente; esto, sumado al uso del
algoritmo Tabu, muestra para este caso un mejor acierto en el prondstico
de este producto terminado.

Extensiones de este trabajo puedenllevar a buscar hibridos de heuristicas de
optimizacién en busca de un mejor acierto enla bisqueda delos parametros,
asi como permite proponer otros modelos, empleando otras distribucio-
nes, como la normal para el parametro de la Poisson, o usar métodos de
elicitacion o, incluso, modelos de regresion bayesiana, o modelos lineales
dindmicos en este campo.

CONCLUSIONES

Cuando existen pocos datos no puede usarse una técnica estadistica clasica
como un modelo ARIMA; si bien para algunos casos se usan solo distribu-
ciones de probabilidad para generar variable aleatoria, esto no considera
dependencias a corto o largo plazo o los impactos de una variacién tem-
poral, que lo hacen poco acertado, como lo muestra este caso de estudio.

Las técnicas propuestas en este trabajo alrededor de la teoria bayesiana
proporcionan alternativas para pronosticar a corto plazo; pero al ser com-
binadas con el algoritmo Tabtit muestran mejor desempefio, tanto para el
caso real sobre las ventas del producto como para los escenarios simula-
dos. Lo anterior sugiere que si es posible proponer diferentes técnicas de
pronostico con relacién a los modelos cldsicos cuando existen pocos datos,
con una precisiéon adecuada.

Lametaheuristica Tabt usada es una alternativa de optimizacién adecuada
para una funcién objetivo que requiera alta precision. Sin embargo, esta no
garantiza un 6ptimo global.

Porotrolado, la programacién delas técnicas bayesianas presentadas en este
trabajo no requiere sistemas de computo muy complejos o largos periodos
de simulacién; estas pueden hacerse con el software libre R.

Ingenierfa y Desarrollo. Universidad del Norte. Vol. 32 n.° 2: 179-199, 2014 197
ISSN: 0122-3461 (impreso)
2145-9371 (on line)



Marisol Valencia Cardenas, Juan Carlos Correa Morales,
Francisco Javier Diaz Serna, Sebastidan Ramirez Agudelo

REFERENCIAS

(1]

(2]

(3]

[4]

(5]

(6]

[7]

(8]

198

D. Simchi-Levi, P. Kaminski, and E. Simchi-Levi, Designing and Managing the
Supply Chair, 3 ed., 2008, p. 498.

B. Sani and B. Kingsman, “Selecting the best periodic inventory control and
demand forecasting methods for low demand items”, |. Oper. Res., vol. 48, n°
7, pp. 700-713, 1997.

V. Gutiérrez and C. Vidal, “Modelos de Gestién de Inventarios en Cadenas
de Abastecimiento: Revision de la Literatura”, Rev. Fac. Ing. la Univ., pp. 134-
149, 2008.

H. Sarimveis, P. Patrinos, C. D. Tarantilis, and C. T. Kiranoudis, “Dynamic
modeling and control of supply chain systems: A review”, Comput. Oper.
Res., vol. 35, n° 11, pp. 3530-3561, Nov. 2008.

R. Watson, “The effects of demand-forecast fluctuations on customer service
and inventory cost when demand is lumpy”, J. Oper. Res. Soc., vol. 38, n° 1,
pp- 75-82, 1987.

F. Diebold, Elementos de prondsticos. México: International Thomson editores,
1999.

R. Cohen and F. Dunford, “Forecasting for Inventory Control: An Example
of When ‘Simple” Means ‘Better’”, Interfaces (Providence), vol. 16, n° 6, pp. 95-
99, 1986.

R. Neelamegham and P. Chintagunta, “A Bayesian model to forecast new
product performance in domestic and international markets”, Mark. Sci.,
vol. 18, n° 2, pp. 115-136, 1999.

C. Pedroza, “A Bayesian forecasting model: predicting U.S. male mortality”,
Biostatistics, vol. 7, n° 4, pp. 530-550, Oct. 2006.

Q. Flora Lu, “Bayesian Forecasting of Stock Prices Via the Ohlson Model,”
WORCESTER POLYTECHNIC INSTITUTE, 2005. Thesis-Degree of Master of Sci-
ence in Applied Statistics. Retrieved from https://www.wpi.edu/Pubs/
ETD/ Available/etd-050605-155155/ unrestricted / Flora_Thesis_May_2005.
pdf

P. M. Yelland, “Bayesian forecasting of parts demand”, Int. J. Forecast., vol.
26, n° 2, pp. 374-396, Apr. 2010.

J. Gill, Bayesian Methods-A social and Behavioral Sciences Approach, 2002, p. 459.
C.J. Barrera and J. C. Correa, “Distribucién predictiva bayesiana para mode-

los de pruebas de vida via MCMC” /“The Bayesian Predictive Distribution in
Life Testing Models via”, Rev. Colomb. Estadistica, vol. 31, n°® 2, pp. 145-155,

Ingenieria y Desarrollo. Universidad del Norte. Vol. 32 n.® 2: 179-199, 2014
ISSN: 0122-3461 (impreso)
2145-9371 (on line)



[14]

[15]

[16]

[17]

[18]

[19]

[20]

APLICACION DE MODELACION BAYESIANA Y OPTIMIZACION PARA PRONOSTICOS DE DEMANDA

2008.

E. Flores, “Teoria de Credibilidad en el Célculo de Reservas”, in Memorias
Coloquio e Estadistica, 2012.

J. Harrison and C. Stevens, “Bayesian Forecasting”, J. R. Stat. Soc., vol. 38, n°
3, pp. 205-247, 1976.

A. Martin, K. Quinn, and J. H. Park, “MCMC pack: Markov Chain Monte
Carlo in R”, J. Stat. Softw., vol. 42, n° 9, pp. 1-21, 2011.

A. Urrea and F. Torres, “Optimizaciéon de una politica de inventarios por
medio de basqueda Tabd”, in III Congreso colombiano y I Conferencia Andina
internacional, 2006, p. 8.

E. A. Silver, “An overview of heuristic solution methods”, J. Oper. Res. Soc.,
vol. 55, n° 9, pp. 936-956, May 2004.

J. Van den Bergh, J. Belién, P. De Bruecker, E. Demeulemeester, and L. De
Boeck, “Personnel scheduling: A literature review”, Eur. J. Oper. Res., vol.
226, n° 3, pp. 367-385, May 2013.

R. Chelouah and P. Siarry, “A hybrid method combining continuous tabu
search and Nelder-Mead simplex algorithms for the global optimization of
multiminima functions”, Eur. J. Oper. Res., vol. 161, n° 3, pp. 636-654, March
2005.

Ingenierfa y Desarrollo. Universidad del Norte. Vol. 32 n.° 2: 179-199, 2014 199
ISSN: 0122-3461 (impreso)
2145-9371 (on line)



