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Resumen

Este articulo describe los resultados
obtenidos de la comparacién entre la
optimizacién por enjambre de parti-
culas (PSO) y el método de optimiza-
cién por andlisis de intervalos (IAO)
para la optimizacién de funciones
no lineales sujetas a restricciones de
igualdad o desigualdad. Este Gltimo
se desarroll6 fundamentado en el
método propuesto inicialmente por
(Ichida, 1996) y se utiliz6 para encon-
trar el ptimo global de una funcién
multimodal de hasta tres variables
sujeta a restricciones de igualdad y
desigualdad. Se encontré que para las
funciones analizadas el algoritmo PSO
fue significativamente mds veloz, aun-
que su precision fue limitada. Por otro
lado, el método IAO fue preciso para
todos los casos, a costa de un conside-
rable mayor tiempo computacional.

Palabras clave

Andlisis de intervalos (matematicas),
optimizacién combinatoria, funciones
de transferencia.

Abstract

This paper shows the comparison
made between the particle swarm op-
timization (PSO) algorithm and the
interval analysis optimization me-
thod for solving nonlinear-function
optimization with equality and/or
inequality constraints. The interval
analysis optimization method (IAO)
was based on the one initially proposed
by Ichida (1996). It was used to find
the global optimum of a multimodal
function with up to three variables,
which is subject to equality and in-
equality constraints. It was found that
the PSO algorithm was significantly
faster for all functions, although its
precision was limited. On the other
hand, the IAO method was accurate
in all cases, but took a considerably
longer computational time.

Key words

Interval analysis (mathematics), com-
binatorial optimization, transfer
functions.

Resumo

Este artigo descreve os resultados
obtidos com comparacdo entre a
otimizagao por enxame de particulas
(PSO) e 0 método de otimizagdo por
andlise de intervalos (IAO) para a
otimizagdo de fungbes nio lineares
sujeitas a restricdes de igualdade ou
desigualdade. Este tltimo desenvol-
veu-se fundamentado no método pro-
posto inicialmente por Ichida (1996)
e utilizou-se para encontrar o 6timo
global de uma fun¢do multimodal de
até trés varidveis sujeita a restri¢oes de
igualdade e desigualdade. Encontrou-
se que para as fungdes analisadas o
algoritmo PSO foi significativamente
mais veloz, ainda que sua precisao foi
limitada. Por outro lado, o método
TAO foi preciso para todos os casos,
mas utilizou um tempo computacional
consideravelmente maior.

Palauras chave:

Anilise de intervalos (matemaiticas),
otimiza¢ao combinatéria, funciones
de transferéncia.
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Introduccion

En la mayoria de aplicaciones de la ingenieria, los problemas de optimizacién
son muy frecuentes. Aunque se tienen numerosas técnicas disponibles, todavia
existe gran cantidad de funciones que estan mas alld de los métodos analiticos
y que presentan dificultades significativas para las estrategias numéricas. Como
consecuencia, hay una continua busqueda de nuevas y mas robustas técnicas de
optimizacién, que puedan solucionar tales problemas.

En la literatura especializada hay gran variedad de trabajos referentes al pro-
blema de optimizacion que usa distintas técnicas que van desde las deterministicas
(como es el caso de particion por andlisis de intervalos) hasta las heuristicas (como
es el caso de la optimizacién por enjambre de particulas). Algunos de estos tra-
bajos sirven como base para obtener nuevos métodos derivados (hibridos); pero
sin tener la certeza de que realmente provean un mejor desempefio. Debido a
que se aborda la optimizacion global con restricciones, contrastar el método de
optimizacién por analisis de intervalos (IAO) frente a métodos metaheuristicos
como la optimizacién por enjambre de particulas (PSO) aporta informacion
necesaria a la hora de seleccionar el algoritmo con el mejor desempefio para
este tipo de problemas.

Una razon importante para optar por estas dos estrategias de optimizaciéon
fue motivada porque, pese a que ambas fueron propuestas con diferencia de casi
un afio, el PSO ha tenido mayor aceptacion dada, entre otras razones, por su
facil implementacién algoritmica. Es importante mencionar que la técnica de
intervalos es eficiente para el manejo de restricciones, ya que emplea los princi-
pios del método de biseccién para encontrar 6ptimos globales.

En este articulo se compararon nueve funciones de prueba sujetas a restriccio-
nes de igualdad y desigualdad, cuyos valores éptimos se determinaron mediante
la PSO y la IAO. Se calcularon valores estadisticos como mejor valor, valor
medio, desviacion estandar y tiempo de computo para las funciones propuestas.
El PSO se implementé con la ayuda disponible en (SAM, 2009). Para el caso del
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método IAO se desarroll6 su algoritmo utilizando la herramienta computacional
no comercial INTLAB (Rump, 1999).

1. Fundamentacion tedrica

La optimizacién global que se abordé fue la de encontrar el mejor conjunto de
soluciones considerando unas restricciones, expresadas en forma de igualdades
y desigualdades (Horst y Pardalos, 1995). Los problemas de optimizacién de
funciones no lineales con restricciones constan de tres componentes basicos:
un conjunto de variables, una funcién objetivo que serd optimizada (minimi-
zar 0 maximizar) y un conjunto de restricciones que especifican los espacios
factibles de las variables. La optimizacién con restricciones en su forma mads
general es conocida como el problema general de programacion no lineal que
puede definirse como:

Optimizar f(x),
Sujeto a:
glx) = {g (), g,(x), ..., g1 =0 (D
hx) = 1h (), h(x), ..., h ()} = O (2

Donde x={x, x,,....x 1.

La PSO es una técnica metaheuristica desarrollada por (Kennedy y Eberhart,
1995) y se ha empleado para resolver problemas de optimizacién con restricciones
y sin éstas. En PSO se tiene un enjambre de particulas donde cada una de ellas
representa una posible solucion al problema de optimizacién (Gémez, 2008).

El andlisis de intervalos fue desarrollado por Moore, en 1966. Desde entonces
numerosos libros y articulos se han publicados sobre el tema (Hansen, 20006).
En (Moore, Kearforr y Cloud, 2009) se muestran nuevos avances del método
de andlisis de intervalos con aplicaciones e implementaciéon en INTLAB. Esta
ultima es una herramienta computacional que permite operaciones basicas en
intervalos escalares reales y complejos, vectores y matrices. Toda la fundamen-
tacion de la aritmética real utilizada para punto flotante se transformé para
lo que hoy se conoce como analisis de intervalos (Neumaier, 2001). Muestra de
ello es la aplicacion del algoritmo de Newton para resolver sistemas de ecuacio-
nes no lineales en una regién inicial conocida (Moore, Kearforr y Cloud, 2009).
Entre los mas importantes operadores derivados de Newton se encuentran el
operador de Krawczyk, Hansen-Sengupta y Hansen-Greenberg.
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El método de intervalos de Newton permite encontrar las raices de una
ecuacion lineal o no lineal, de una o multiples variables. En comparacién con
otros métodos numéricos, este es muy veloz, aunque no estd exento de proble-
mas de convergencia. Referencias generales sobre métodos de intervalos para
optimizacién global aparecen en (Hansen, 2006; Jansson, 1992). Una revisién
de los principios de la aritmética de intervalos en INTLAB se encuentra en
(Hargreaves, 2002).

2. Algoritmos

2.1 Algoritmo PSO con restricciones

El algoritmo general de PSO con restricciones empleado se comporta secuen-
cialmente. Para empezar, la posicion de una particula 7 se expresa por x, donde
x, es un vector que almacena cada una de las posiciones que tiene la particula en
cada una de las dimensiones que comprende el espacio de busqueda. Ademas,
se expresa como v, la velocidad de la particula 7, que también es un vector
que contiene cada una de las velocidades de la particula en cada dimensién
(ecuacién 3). Esta velocidad se adiciona a la posicion de la particula, para mover
la particula desde un tiempo # — 1 a un tiempo # (ecuacion 4):

vt + 1), = w* @), +cl * rand () * QpBest, — x(t)) + ¢, * rand () * pG — x(2), (3)
X+ 1), = x0), + v+ 1), (4)
Para;=1,2,...,P

Donde:

x (t+ 1)z = Vector posicién de la particula 7 en la iteracién # + 1.

v (t+1)7 = Vector velocidad de la particula 7 en la iteracién # + 1.

w = Factor de inercia en la iteracion 7.

¢,,¢, = Son Pesos que controlan los componentes cognitivo y social.

rand () = Numero aleatorio entre O y 1.

pBest i = Mejor posicién encontrada por la particula 7 hasta el momento que
posee la mejor solucion.

pG Representa la posicion de la particula con la mejor solucién o aptitud.

P = Nuamero de particulas que componen el enjambre.
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La descripcion en detalle del proceso algoritmico de PSO se puede ver en
[1,4,5, 11}. Para el manejo de restricciones se utiliz6 un mecanismo simple,
basado en reglas de factibilidad.

2.2 Algoritmo IAO

Para implementar el método IAO se utiliz6 la herramienta computacional de-
nominada INTLAB. Esta aplicacion permite trabajar con diversas operaciones y
funciones aplicadas a intervalos. De igual manera, se implementé el método de
andlisis de intervalos fundamentado en el propuesto por (Ichida, 1996) para en-
contrar el maximo/minimo global de funciones sujetas a restricciones de igualdad
o desigualdad. Al descartar subregiones donde la solucién global puede no existir
mediante la realizacién de dos pruebas de comparacion, es factible encontrar la
solucién con un limite de error riguroso. Para ello se realizé el respectivo estu-
dio del método con unas funciones objetivo sujetas a restricciones de igualdad
o desigualdad para el caso particular de funciones de hasta tres variables. El
algoritmo implementado utiliza los principios del método de bisecciéon para
descartar regiones donde pueden no existir dptimos globales.

Para el caso de la prueba 1 se definen dos regiones: una region derecha y una
region izquierda. Al evaluar la funcién objetivo en cada una de las regiones, se ob-
tienen intervalos de respuesta con un valor denominado 7nfimo y otro denominado
supremo para cada region. Si, por ejemplo, se desea calcular el valor méaximo de una
funcién objetivo, y el valor supremo del intervalo respuesta de la region derecha es
menor que el valor infimo del intervalo de la region izquierda, obliga a que la regién
derecha se descarte. Para la prueba 2 se evaltan las regiones derecha e izquierda en
las restricciones dadas y si, para el caso de una restriccion de igualdad, el intervalo
evaluado en la restriccion no contiene el cero, la region se descarta inmediatamente.
Para el caso de restricciones de desigualdad, si el valor infimo de la regién evaluada
en la restriccién es mayor que cero, la region se descarta. Al analizar el método
original, se pudo concluir que para la realizacion de las pruebas 1 y 2 en el algoritmo
era necesario, primero, realizar la evaluacion de la prueba 2 y, luego, la prueba 1, ya
que una condicién necesaria en la prueba 1 es que las regiones evaluadas no violen
las restricciones, y esta condicion es precisamente el principio de funcionamiento
de la prueba 2. Asi que en el algoritmo desarrollado se sigui6 el orden mencionado.

En este articulo también se utiliz6 para dos funciones de prueba una modifi-
cacién del método de intervalos de Newton propuesta por Hansen-Greenberg
para calcular los 6ptimos globales y asi observar la expansién de los conceptos
de la aritmética real a la aritmética de intervalos.
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3. Experimentacion

Para los experimentos con PSO y el método de andlisis de intervalos se utilizaron
nueve funciones de prueba, con restricciones asignadas. Estas funciones son muy
usadas en la literatura para estudios de optimizaciéon (Tabla 1).

Tabla 1. Funciones objetivo y restricciones

Funcion objetivo Restriccion y limites de restriccion
Restriccién: 2x +x, = 0

Limite Rest: -10 = x. = 10

Restriccién: 3x, + 4x, -6 < 0

Limite Rest: — 10 < x, < 10

Restriccién: x,” —x,> = 0

Limite Rest: — 10 < x, < 10

fi=— x,—x, =1 =, +x) =55

f,==2x7+ 2xx, - 2% + Ox,

— 2
3 xl x2 xZ

Restriccion: x, — x13 =0;-x,=0

fi= = Limite Rest: — 10 < x, < 10
n—l ) 2
Js= ZlOO(xM _xiz) +(1_xi) Restriccion: 3x, + 4x2 -6=<0
=l Limite Rest: — 10 < x, < 10
(Rosenbrock’s Valley)

Jo=(140x +x,+1)
*(19—14x, +3x,> —14x, + 6x,x,

+3x22))*(30+ (2x,=3x,)’ Restriccion: (x> + x,%)’ — 8x x> < 0

*(18—32x, +12x12 +48x, Limite Rest: -2 < X, = 2
~36x,, +27x,%))
(Goldstein and Price)
N
fi= Z(XIZ _10005(27”1)"'10) Restriccion: (x> + &, =1)’ —x *x,” < 0
- Limite Rest: =5,12 < x, < 5,12
(Rastrigin)
N - [P
fi= 2(0,25)6[.3 +0,75x2 —1,5x, _2) Restriccion: (v* + x,°)* — 8x *x,” < 0
il Limite Rest: =2 < x, < 6
N Restriccid + 0
2 estriccién: x, + x, =
= X 1 3
5 g‘ ' x,-1<0
Limite Rest: —5,12 < x. < 5,12
(Jong) i

Fuente: presentacion propia de los autores.
El estudio comparativo de los dos métodos con las nueve funciones objetivo

se hizo realizando un andlisis estadistico elemental para funciones de una, dos y
tres variables. En el caso de las funciones f1, 2, /3, f4 y f6 los valores 6ptimos
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calculados fueron valores maximos globales. En el caso de /5, /7, /8 y /9 los valo-
res 6ptimos calculados fueron valores minimos globales. Se consignaron los datos
obtenidos y para el caso de dos variables se reportaron algunos resultados. Fue
necesario realizar y evaluar, mediante criterios estadisticos, la eficiencia de cada
método y sus ventajas y desventajas.

3.1 Caso uno: experimento con una variable

En la Tabla 2 se consignan los resultados del mejor valor y tiempo de computo
para la funciones f7 y /8 con las restricciones propuestas. Los resultados se calcu-
laron con una poblacién de 200 particulas y 300 iteraciones maximas para PSO.

Tabla 2. Resultados de la comparacion de los métodos de PSO y 1A0 para una variable

Funcion Estadistica PSO [AO
7 Mejor valor 5,329070510X 10"

(restriccx, — 1 <0)

[-3,552713X107;5,3290705 X 10"}

Tiempo computo | 2,843846 s 2,526689 s

Mejor valor -2,5980762198

[-2,5992076478;-2,59623593331
87,871776's

”

(restriccx, —3 < 0)

Tiempo computo | 2,418248s

Fuente: presentacion propia de los autores.

3.2 Caso dos: experimento con dos variables

En la Tabla 3 se consignan los resultados de mejor valor, valor medio, desviaciéon
estandar y tiempo de computo para la funciones /2 a f7. Los valores se calcula-
ron mediante la utilizaciéon de los métodos de PSO y IAO en la evaluacién de
las funciones objetivo sujetas a las restricciones de la Tabla 1. Los resultados
obtenidos se obtuvieron con una poblacién de 200 particulas y 300 iteraciones
maximas en el caso de PSO.
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Tabla 3. Estadisticas de 33 evaluaciones independientes para los métodos PSO con restricciones

y 1AQ en funciones de dos variables

(riterios estadisticos PSO Andlisis deintervalos
P Mejor valor 5,35135137 [5,35135134;5,35135135}
Tiempo cémputo 8,021036's 7,903387 s
Mejor valor 0,13002131 [0;0,193870451x 10
P Media 0,16953109 -1,53144258
Desv. estandar 0,02537296 7,931167687
Tiempo computo 5,601491 s 12,247175 s
3 % 1024
Mejor valor 001260017 {X 01, 5349]24697 102%,0,06462348
Media 0,01260021
A Desv. estandar 8,66195063 X101 8’;;22;2;3
Tiempo cémputo 11,291957 s 5.619032 5
Mejor valor 0,00884567 {0,00884712;0.008847391
5 Media 0,05467843 6,12968983 X107
Desv. estandar 2,47876856 X10°® 5,56190490 X 10
Tiempo computo 7,823015 s 305,890770 s
X -5.
Mejor valor 122021,1788306 {3’136;50915 107:3,16675852
% Media / 122420,7689504 438511755 X 10°
Desv. estandar 11698,76859 P
Tiempo cémputo 1,564246's 145799790 X 10
’ 1028,555556 s
. [0,24217777 X10%; 0,04843556
Mejor valor 0 X107}
: %105
# Media / 3,552713678 X10 11,47559188
Desv. estandar 0,08785645
Tiempo cémput 9,741469 1247161237
€mpo Computo : ° 393,775467 s

Fuente: presentacion propia de los autores.

En las figuras 1 y 2 se realiza el seguimiento de las pruebas hechas con el
método TAO. El descarte por prueba 2 se observa como una sola linea transversal
en la subregion reservada, y el descarte por prueba 1, como una cruz en cada
subregion.
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Figura 1. Division del dominio original (X1; X2) mediante las pruebas 1y 2 para la funcion 4

X2

-10 -8 -6 -4 2 X1 o 2 4 6 8 10

Fuente: presentacion propia de los autores.

Figura 2. Division del dominio original (X1; X2) mediante las pruebas 1y 2 para la funcion 5

Fuente: presentacion propia de los autores.
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Los resultados mostrados en las figuras 1 y 2 se obtuvieron al emplear el
algoritmo IAO desarrollando y utilizando para su salida visual la herramienta
computacional INTLAB.

3.3 Caso tres: experimento con tres variables

En la Tabla 4 se consignan los resultados de mejor valor y tiempo de cémputo
para las funciones f1 y /9. Los resultados obtenidos se calcularon con una pobla-
cién de 200 particulas y 300 iteraciones maximas en el caso de PSO.

Tabla 4. Estadistica de 33 evaluaciones independientes para los métodos PSO con restricciones y
IAO en funciones de tres variables

Estadistica PSO 1A0
7l Mejor valor -0,3572403868 [-0,3571428571429;0,3571428571428}
Tiempo computo | 14,466789 s 0,698706 s
Mejor valor 0,03060123678 | {0,0004000000;0,00240000000}
Media 0,06548154764 | 4,63670498645
P Desv. estandar 0,0001254758 9,93954590902
Tiempo computo | 8,85191 s 408,009457 s

Fuente: presentacion propia de los autores.
4. Andlisis de resultados

4.1 Caso uno

Se observa de la Tabla 2 que tanto los valores de PSO como IAO corresponden
al 6ptimo deseado, con la diferencia que PSO llegé en un tiempo promedio
menor (aprox. 30 veces) y este es un punto a favor importante en el manejo
de la eficiencia en la optimizacién global con restricciones. El error respecto al
valor exacto (-2,59 para /8) es menor para el método IAO que para PSO. La
tolerancia que se maneja para la evaluacion de las funciones y las restricciones
en PSO es de 107°. Para el método IAO se trabajé con una tolerancia de 107
para la evaluacién de la funcion, lo que condujo a un resultado satisfactorio. En
el caso de /7, el método IAO llegé a la respuesta deseada en un tiempo menor
que PSO (aprox. 0,9 veces), y ello confirma su importancia en la solucién de
problemas de optimizacién con restricciones.
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4.2 Caso dos

Al analizar los valores obtenidos en la Tabla 3 para las funciones objetivo de dos
variables con restricciones se destacan algunos puntos importantes. Por ejemplo,
en el caso de /3, el método PSO no llega a la respuesta exacta, sino a un valor
aproximado. El método TAO encontré este valor con una alta precision. Esta
es una desventaja importante de dicho método, ya en que algunos casos no
convergen a los valores 6ptimos, sino que se establece en valores aproximados
aunque en muy corto tiempo (0,46 veces mias rapido en promedio para el
presente caso). En este ejemplo en particular, el método TAO calculé el 6ptimo
en un tiempo relativamente corto, que hizo viable su aplicacién.

Para el caso de /5 (Rosenbrock’s Valley), el método IAO llegé al mismo
valor 6ptimo que el método de PSO con restricciones, pero con una diferencia
de tiempo promedio mucho menor para el caso de PSO (aprox. 40 veces) y que
result6 ser muy eficiente para este ejemplo. Para f6, el algoritmo IAO propor-
ciona una respuesta mas precisa; pero en un tiempo de computo mucho mds
alto en comparaciéon con PSO (aprox. 600 veces mas lento). Para el caso de 2
se utilizé la modificacién del método de intervalos de Newton y se observaron
resultados més precisos, del orden de 10°°, que con el método PSO. En general,
en la mayoria de los resultados el método IAO para optimizacién global con res-
tricciones obtuvo un mejor desempefio, en cuanto a la precisién del valor 6ptimo
encontrado frente al método de PSO, para las funciones objetivo seleccionadas.
No obstante, su mayor tiempo de ejecucién fue una desventaja observada en la
mayoria de los experimentos.

4.3 Caso tres
Al analizar los resultados de los dos métodos en la optimizacién de las fun-
ciones de tres variables, f1 y /9, se observ6 que los resultados son mucho mas
precisos (del orden de 107'?) para el caso de IAO, que en el caso de PSO (del
orden de 107'%), ya que determinan el valor ptimo de manera mds exacta aunque
con la desventaja del lapso promedio utilizado en el proceso (aprox. 50 veces
mayor). Al ser PSO un algoritmo que converge muy rapidamente a valores que
eventualmente pueden ser o no éptimos, se debe tener cuidado en la aplicacién
de este método y las consecuencias que causen la precision, exactitud y repro-
ducibilidad de sus respuestas.

El 6ptimo de f1 se calcul6 usando el método de intervalos de Hansen-
Greenberg con resultados muy buenos en cuanto a tiempo (aprox. 20 veces mas
rapido) y precision (107" frente a 107'°). El 6ptimo de /9 se calculé mediante el

Ing. Univ. Bogotd (Colombia), 15 (1): 47-60, enero-junio de 2011



Comparacion de las técnicas de optimizacion por andlisis de intervalos y la de enjambre de particulas para funciones con restricciones 59

algoritmo de particiones con un tiempo de cémputo prohibitivo en aplicaciones
donde se necesiten respuestas rapidas (aprox. 40 veces mas lento).

5. Conclusiones

Se verific que tanto el algoritmo metaheuristico PSO como la técnica de IAO
tienen el potencial de ser utilizados en la optimizacién de diversas funciones
objetivo no lineales sujetas a restricciones de igualdad o desigualdad. El PSO,
en un numero considerable de casos, dio una respuesta aproximada que satis-
face las necesidades de optimizacion y contribuye a solucionar problemas de no
linealidades presentes en la mayoria de las aplicaciones de ingenieria y ciencias.
Si se requiere una respuesta de muy alta precision, sin importar los costos com-
putacionales requeridos, el método deterministico IAO es una eleccién apropiada,
para las funciones objetivo estudiadas.

Se encontré que el algoritmo PSO con restricciones es potencialmente mas
rapido en la mayoria de los problemas estudiados (cerca del 80%) frente al mé-
todo TAO con restricciones. Sin embargo, la optimizacion resultante al evaluar
las funciones f1 a f9 con sus respectivas restricciones por el método IAO ofreci6
mejor calidad de solucién que el método de PSO con restricciones, pues generd
un intervalo de solucién para la tolerancia indicada con una precisiéon deseada
(del orden de 1077). Asi, este método tendria un alto potencial si se logran im-
plementar algunas mejoras para incrementar su eficiencia en cuanto al manejo
del recurso computacional.

Cabe notar que el método IAO se implement6 para una, dos y tres variables en
INTLAB, pero fue muy lento (en algunos casos hasta 600 veces) para algunas fun-
ciones, debido a que las subregiones reservadas se incrementaban al aproximarse
al intervalo solucién y asi se determiné que el criterio de descarte de subregiones
fue insuficiente para eliminar la mayoria de las subregiones que no contenian la
solucién, pues ocasiond incrementos excesivos en el tiempo de computo.

Se concluye, finalmente, que el método TAO generd soluciones rigurosas
para todos los problemas estudiados, pero con un indeseable elevado tiempo
de computo. Para ello surge la necesidad de implementar formas de reducir
las subregiones generadas que conlleven una reduccién en los costos computa-
cionales y al incremento en su eficiencia. Como trabajo futuro se realizara un
hibrido entre los métodos de optimizacién por enjambre de particulas (PSO) y
optimizacion por andlisis de intervalos (IAO), para obtener eventualmente una
combinacién balanceada entre precision y rapidez.
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