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Abstract
Introduction: This work considered real-time prediction 
of physicochemical parameters for a sample heated in 
a uniform electromagnetic field. Methodology: This 
work initiated with a literature search, which showed a 
steadily increasing of research works dealing with inverse 
problems. As a demonstrative model, we estimated the 
thermal conductivity and the volumetric heat capacity 
(A sample (with known geometry) was subjected to 
electromagnetic radiation, generating a uniform and time 
constant volumetric heat flux within it. Real temperature 
profile was simulated adding white Gaussian noise to 
the original data, obtained from the theoretical model. 
For solving the objective function, simulated annealing 
and genetic algorithms, along with the traditional Lev-
enberg-Marquardt method were used for comparative 
purposes. Results: results showed similar findings of all 
algorithms for three simulation scenarios, as long as the 
signal-to-noise-ratio sits at least at 30 [dB]. Furthermore, 
Genetic Algorithms gave acceptable results, and improve 
the search space of the other two methods. Conclusion: 
Finally, for practical purposes, the estimation procedure 
presented here requires both, a good experimental design 
and a correctly specified electronic instrumentation. If 
both requirements are satisfied simultaneously, it is pos-
sible to estimate these type of parameters on-line, without 
need for an additional experimental setup.

Keywords 
microwave heating; inverse problems; parameter estima-
tion; electromagnetic field

Resumen
Introducción: Este trabajo consideró la predicción en 
tiempo real de parámetros físico-químicos de una mues-
tra calentada en un campo electromagnético uniforme. 
Metodología: Se inició con una búsqueda de literatura 
observándose el constante crecimiento y aplicación de los 
problemas inversos. Se estimaron la conductividad y la 
capacidad calorífica volumétrica (La muestra de geometría 
conocida, fue sometida a radiación electromagnética lo que 
generó un flujo volumétrico interno de calor uniforme y 
constante en el tiempo. El perfil de temperatura real fue 
simulado adicionando ruido blanco gaussiano a los datos 
obtenidos del modelo teórico. Para resolver la función 
objetivo se utilizaron los algoritmos de recocido simulado 
y algoritmos genéticos junto con el tradicional método 
de Levenberg-Marquardt para propósitos comparativos. 
Resultados: Los resultados mostraron que todos los algo-
ritmos utilizados alcanzaron valores similares si la relación 
de señal a ruido tiene un valor de por lo menos 30 [dB]. 
Además, los algoritmos genéticos produjeron resultados 
aceptables y mejoraron el espacio de búsqueda de los otros 
dos métodos. Conclusión: para propósitos prácticos el pro-
ceso de estimación presentado aquí requiere tanto de un 
buen diseño experimental, como de una instrumentación 
correctamente especificada. Si ambos requerimientos 
se satisfacen, es posible estimar estos parámetros sin la 
necesidad de más equipos.

Palabras clave
calentamiento con microondas; problemas inversos; esti-
mación de parámetros y campo electromagnético
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Introduction
Most materials heated by microwaves suffer from a high degree of non-uniform 
heating. This problem is accentuated not only because of their short heating 
times but also because of the pronounced temperature dependence of their 
thermodynamic properties. The former inhibits temperature homogenization, 
while the latter promotes temperature differences. Currently, there are a rather 
limited number of experimental approaches to measure on-line thermal and 
electrical properties, particularly in highly aggressive media (electromagnetically 
speaking), such as in a conventional microwave field. Therefore, the current work 
considers an inverse problem approach for estimating thermal properties. In this 
sense, the problem can be seen as the procedure for estimating, from a series 
of observations, the main causes that produce them [1]. Today, there are many 
practical applications that rely on the solution of an inverse problem. An example 
is the prediction of oil flow rates from reservoirs using a combination of artificial 
neural networks and an imperialist competitive algorithm [2], as well as the 
prediction of thermodynamic properties such as miscibility, solubility, and dew 
point. Other applications include phase equilibrium, dehydrator performance, 
and gas analysis in materials such as natural gas, ionic fluids, hydrates, and oil 
field brine [3]–[7]. 

Solving inverse problems in heat transfer is of utmost importance [8]. A 
literature review for the period of 2010-2016 (April) reveals a steady increase in 
the number of publications about it (Figure 1). Recently, Cui et al. [9] suggested 
a modified version of the traditional Levenberg-Marquardt (LM) optimization 
algorithm used for solving inverse problems. This new variant has the same 
advantages as its predecessor when used for multi-parameters estimation of 
the boundary heat flux. Nevertheless, it seems to be more efficient and has 
better convergence stability than the original algorithm. Shusser [10] applied 
genetic algorithms twice for solving a thermal parameter estimation problem. 
The outer algorithm solved the problem at hand, i.e., it minimized the best 
fitness for the objective function, while the inner one optimized the control 
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parameters of the algorithm. Likewise, for the double genetic algorithm strate-
gy, the author analyzed the effect of population size on the accuracy. He found 
that by selecting the population size randomly, a considerable improvement in 
accuracy could be achieved. 

Figure 1. Publications in the last five years in the area of  inverse problems, inverse problems in 
heat transfer, and microwave heating. Scopus (2010-2017, March)

Source: Authors’ own elaboration.

Hetmaniok [11] described the solution of an inverse problem, consisting 
of the estimation of the heat flux and the temperature profile in a binary alloy 
solidification process using Ant Colony Optimization. He assumed known 
temperature measurements at selected points. In a similar approach, Dasa [12] 
predicted thermal conductivity, variable conductivity coefficient, and surface heat 
transfer coefficient of an annular hyperbolic fin. For this task, he used a hybrid 
differential evolution optimization algorithm. In addition, his results showed 
that many feasible materials fulfilled the expected temperature distribution. 
In the same direction, a new proposal suggested by Mayeli et al. [13] applied 
the so-called ball spine algorithm concept for solving inverse heat conduction 
problems. According to the authors, these types of problems can be depicted 
as one with internal heat generation embedded within a solid medium with 
known temperature distribution. Their results show low computational time 
and high convergence rate. Adamczyk et al. [14] described an experimental 
technique combined with the solution of an inverse problem for estimating 
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the thermal conductivity of isotropic and orthotropic materials. The classical 
Levenberg-Marquardt (LM) method for solving the minimization problem was 
used. According to the authors, this procedure exhibited good accuracy and high 
potential for several practical applications. Moaveni and Kim [15] proposed an 
inverse model that could be used to determine the film heat transfer coefficient 
from the knowledge of two measured temperature values in the solid substrate. 
They conducted several numerical simulations to test its validity and found good 
agreement between the solutions of the direct problem and those of the inverse 
one. On the other hand, Huntul et al. [16] investigated inverse problems to 
reconstruct the time-dependent thermal conductivity. The Tikhonov regular-
ization was employed to overcome the small errors in the input data. Using this 
method, the results were more stable and accurate. 

Regarding the estimation of transient multidimensional heat flux distri-
butions, Kant and von Rohr [17] proposed a procedure for measuring surface 
temperature. The noticeable difference is that, for some cases, the heat flux 
profile was not required to be known beforehand, and no additional stabilization 
procedures were involved. Finally, Wróblewska et al. [18] proposed two strategies 
for solving an inverse conduction problem using the Discrete Fourier Transform 
(DFT). The first consisted of reducing the number of DFT components taken 
into account when determining the solution to the inverse problem. The second 
one was related to the regularization of the solution to the inverse problem. The 
authors claimed very good outcomes for this kind of approach. 

Despite the vast amount of literature dealing with inverse problems, studies 
simultaneously involving microwave heating and estimating the properties of 
the material being irradiated are rather scarce. In the present article, we estimate 
thermal conductivity (k) and the volumetric heat capacity (rc) of a material 
irradiated with microwaves, in which the transient temperature field is known 
beforehand. We assume that these temperature values are taken with single 
and multiple sensors (i.e., 4) inserted in the solid sample. The resulting data 
under these settings are presented. The manuscript includes a brief description 
of the algorithms required for the solution of the inverse problem, along with 
the description and solution of the direct problem. After that, some of the 
more relevant results are presented and analyzed. Finally, we include the most 
relevant conclusions.



236

Ing. Univ. Bogotá (Colombia), 21 (2): 231-256, julio-diciembre de 2017

Edgar García-Morantes, Iván Amaya-Contreras, Rodrigo Correa-Cely

1. Materials and methods
In this section, a brief description of the LM, simulated annealing (SA), and 
genetic algorithms (GA) is presented. The reasoning behind this decision is that 
we want to test three different strategies for the solution of this problem. The 
first one is the traditional method based on the gradient of the objective func-
tion; the other two are metaheuristics that have two different search principles. 
While the first one finds the solution based on a trajectory (similarly to LM), 
the second one does this based on a population. Next, we include the direct 
and inverse problem statements, along with the analysis of the solutions to the 
direct problem and a discussion of the temperature measurements. This section 
concludes with a discussion of the objective function used throughout this work.

1.1. Algorithm fundamentals
The LM method is a well-known iterative deterministic technique traditionally 
used for non-linear parameter estimation. The details are omitted for the sake of 
brevity, but they can be found in [1]. In contrast, Simulated Annealing (SA) is 
a probabilistic method for finding the global minimum of a cost function with 
several local minima [19]. This algorithm is inspired by the annealing of steel 
and ceramics. The underlying process first involves heating the material to excite 
its atoms. This allows them to move from their initial position (local minimum) 
to new ones. Afterwards, the material is cooled down, so that atoms can be 
recrystallized in a configuration with lower energy than the initial one (global 
minimum). The standard algorithm is concisely described as follows:
a. Set an initial state sk, and calculate its energy at a certain high initial tem-

perature, where k is the number of particles in the solution space.
b. Randomly create a new state S'k that is a neighbor of the current state at the 

current temperature, and calculate its energy.
c. If the energy of a neighbor state S'k is better than the current solution Sk, 

replace the current solution with the new solution. If not, decide whether to 
move to the new state or not, depending on the current temperature. Then, 
decrease the temperature by a specified rate.

d. If the temperature reaches the lower bound, stop the algorithm. If not, 
return to step b.

Similarly, Genetic Algorithm (GA) is a metaheuristic that uses the principles 
of selection and evolution to generate several solutions to a given global optimi-
zation problem. The standard algorithm is again concisely described as follows:
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a. Set an initial population of individuals.
b. Evaluate the objective function.
c. Choose the survivors, which are the best individuals. Individuals who do not 

survive are extinguished. Then, survivors are recombined and mutated to 
create a new generation.

d. If the objective function reaches the lower bound, stop the algorithm. If 
not, return to step b.

A complete description of this algorithm appears in [20].

1.2. The model system
Within this work, we consider an isotropic and homogeneous solid sphere of 
radius (a), with constant density (r), and specific heat (c), for demonstrative 
purposes. The heat conduction equation expressed in spherical polar coordinates, 
assuming no variation for the (θ, ϕ) coordinates, as well as a constant heat 
generation rate q

0
''' per unit volume at r = 0, is given by equation 1, where α 

is the thermal diffusivity of the substance, k is the thermal conductivity of the 
substance, q

0
''' is the heat flux generated in the solid at the point P(r), T(r, t) is 

the temperature, and r, r, and r are the parameters of the spherical coordinates. 
The relationship between r and k is given by r = k/rc. The temperatures at 
its boundary and in the initial condition are assumed to be zero.

1 T r,t( )
t

=
2T r,t( )

r 2 +
2
r

T r,t( )
r

+
q0

'''

k
0 < r < a and t > 0

(1)

T(r,t) = 0 0 < r < a and t = 0

T
t

r,t( ) = 0 r = 0 and t > 0

T(r,t) = 0 r = a and t > 0

1.2.1. Direct problem statement

It is possible to describe the temperature distribution within the sphere homo-
geneously irradiated by microwaves. Here, we assume that all parameters of the 
above mathematical model are known, including initial and boundary conditions. 
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1.2.2. Inverse problem statement

The inverse problem aims at estimating the thermal conductivity k and volu-
metric heat capacity rc of the material considered as an example. This requires 
knowledge of transient temperature measurements taken with single and mul-
tiple sensors (i.e., 4) located at exact positions within the sphere.

1.3. Direct problem solution
This problem already has an analytical solution and yields the temperature 
profile shown in equation 2: 

T r,t( ) = q0
'''

6k
a2 r 2( ) + 2q0

'''a3

k 3r
1( )n

n3
n=1

sin n r
a

e
t

a2
2n2

(2)

Tu = 1 ru
2( ) + 12

3ru

1( )n

n3
n=1

sin n ru( )e tu
2n2

(3)

Prior to plotting equation 2, normalization for variables T, r, and t is carried 
out. New variables are denoted by Tu, ru and tu , as shown in equation 3, where:

Tu =
6k

q0
'''a2 T r,t( );

ru =
1
a

r;

tu = a2 t

(4)

Figure 2 shows the normalized theoretical temperature within the sphere as 
a function of normalized radius and normalized time, as well as the tempera-
ture profile after a long time of irradiation. As expected, the temperature field 
is axisymmetric, with the maximum value at the center. In the first plot, the 
numbers on the curves represent the parameter tu.
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Figure 2 Normalized temperature (Tu ) in the function of  the normalized radius (ru ) and normalized 
time (tu ) for a sphere with constant internal heat generation q0

'''. The numbers on the curves 
represent the normalized time (tu)

Source: Authors’ own elaboration.

1.4. Temperature measurements 
We use synthetic temperature values for simulating real measured values, to 
validate this approach for a microwave heating process analysis. As expected, the 
temperature measurements may contain random errors. Here, such errors are 
assumed to be additive, uncorrelated, and normally distributed with zero mean 
and constant standard deviation. Hence, we assume the basic standard statistical 
assumptions proposed by Beck as valid [1]. Consequently, a white Gaussian 
noise (AWGN) was added to the theoretical normalized temperature to 
construct synthetic ones. To do this, we have a theoretical temperature vector 
of length L whose components are Ti. We start by measuring the power of the 
signal (Es ) in Watts [W], as defined by equation 5. Then, the noise vector  ( ) 
can be found using equation 6, where SNR is the signal-to-noise-ratio given in 
[dB], and ( ) is a vector with Gaussian distributed random numbers of length 
L. It is important to keep in mind that our vector is positive and real.

ES =
1
L

Ti
2

i=1

L

(5)

=
ES

10
SNR
10

* (6)
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Finally, and as mentioned before, the measured temperature Y  (synthetic 
temperature: a signal with white Gaussian noise) is obtained by adding white 
noise ( ) to the theoretical temperature T( ) values (original signal). In this 
work, the SNR per sample is fixed to 5, 10, 20, and 30 dB. Figure 3 shows an 
example of the normalized theoretical temperatures for a given position and 
time, and the measured temperatures at normalized time tu = 0.1. If the SNR 
tends to zero, the temperature measurement distortion increases noticeably. In 
the remaining cases, the distortion becomes very small. For the sake of brevity 
in the text, vectors Y  and T( ) are renamed Y and T.

Figure 3. An example of  the measured (synthetic) temperature at tu = 0.1 with SNR = 5, 10, 20, 
and 30 dB. The number on the curve represents the normalized time (tu )

Source: Authors’ own elaboration.

1.5. Objective function
The objective function (OF) that provides the minimum variance in an inverse 
problem is the ordinary least squares (OLS) norm given by equation 7, where Y 
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and T are vectors containing the synthetic (measured) and theoretical tempera-
tures, respectively.

OF = Y T K , c( )( )tr
Y T K , c( )( ) (7)

In this work, we analyzed the following three cases:

Case a: Transient readings Y are taken from a single sensor.
Case b: Transient readings Y are taken from a single sensor where the standard 

deviation of the measurements is significant.
Case c: Transient readings Y are taken from multiple sensors (i.e., 4).

It is worth remarking that due to the simulated nature of this work, when-
ever the temperatures are labeled “measured,” they actually indicate simulated 
measurements generated by our model.

1.5.1. Case a: Single sensor with no variation in its measurements

When transient readings Y are taken from a single sensor and the standard 
deviation of the measurements are similar, the objective function becomes equa-
tion 8, where N is the number of temperature measurements, and P  is a vector 
containing the unknown parameters. Figure 4 shows the data of the normalized 
measured and theoretical temperatures for a sphere with internal heat generation, 
obtained with a single sensor at normalized radius ru = 0.5. To do this, we take 
11 measurements at normalized times tu = 0.01, 0.02, 0.04, 0.06, 0.08, 0.1, 
0.15, 0.2, 0.3, 0.4, and 1. The noise levels for the measured temperatures are 
5, 10, 20, and 30 dB. In addition, we assume that those measurements do not 
have high variations. Therefore, each time we take the temperature at ru = 0.5 
and at each tu, the result is always going to be the same.

OF = Y T( )tr
Y T( ) = Yi Ti P( )( )2

i=1

N

(8)
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Figure 4. Normalized measured and theoretical temperatures for the case when the measurements 
are taken with a single sensor with no variation in its measurements at normalized radius ru = 0.5 
and normalized time tu = 0.01, 0.02, 0.04, 0.06, 0.08, 0.1, 0.15, 0.2, 0.3, 0.4, and 1. SNR is assumed 

to be 5, 10, 20, and 30 [dB] for the measured temperatures 

Source: Authors’ own elaboration.

The median, the first and third quartiles, the extreme data, and the outliers 
for the difference (error) between the normalized theoretical and measured 
temperatures at each noise level were calculated. Figure 5 shows these results. 
In the boxplot, the central mark is the median, the edges of the box are the first 
and third quartiles, the whiskers are the extreme data without considering the 
outliers, and the outliers are the most extreme points (plotted individually). As 
we can see, at lower levels of SNR, the error increases considerably. The error 
of each i data is obtained as follows:
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Errori =
Ti Yi

Ti
(9)

Figure 5. Boxplot of  the error between the normalized theoretical and measured temperatures 
at each level of  SNR. The central mark is the median, the edges of  the box are the first and third 

quartiles, the whiskers are the extreme data without considering the outliers and the outliers are 
the most extreme points (plotted individually) 

Source: Authors’ own elaboration.

1.5.2. Case b: Single sensor, with high variation in its measurements

When the standard deviations across measurements are quite different while 
using just one sensor, the objective function transforms into equation 10, where P 
is a vector containing the unknown parameters, and W  is the diagonal weighting 
matrix. This matrix is defined in equation 11.

OFW = Y T P( )( )tr
W Y T P( )( ) =

Yi Ti P( )( )2

i
2

i=1

N

(10)

W =

1
2 0 0

0 2
2 0

0 0 I
2

(11)
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For this scenario, measurements at normalized radius ru = 0.5 were taken 30 
times from just one sensor at 11 normalized times tu = 0.01, 0.02, 0.04, 0.06, 
0.08, 0.1, 0.15, 0.2, 0.3, 0.4, and 1. Figure 6 shows the data of normalized 
measured (with high variation) and theoretical temperatures for a sphere with 
internal heat generation, obtained with a single sensor at normalized radius ru 
= 0.5. For brevity, only the noise level of 10 dB is shown in Table 1.

Figure 6. Normalized measured and theoretical temperatures for the case when the measurements 
were taken with a single sensor with high variation in its measurements at normalized radius  

ru = 0.5 and normalized time tu = 0.01, 0.02, 0.04, 0.06, 0.08, 0.1, 0.15, 0.2, 0.3, 0.4, and 1. SNR 
is assumed to be 5, 10, 20, and 30 [dB] for the measured temperatures. Each measurement was 

taken 30 times at each tu. The line at each tu represents the possible locations where the measured 
temperature can be

Source: Authors’ own elaboration.
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Table 1. Mean and standard deviation of  30 measurements (Y) with a single sensor at normalized 
radius ru = 0.5 and normalized time tu =  0.01, 0.02, 0.04, 0.06, 0.08, 0.1, 0.15, 0.2, 0.3, 0.4, and 1. 

SNR is assumed to be 10 [dB] for the measured temperatures. T is the theoretical temperature

Normalized time T Mean of  Y 
Error,

%
Standard 
deviation 

0.01 0.0600 0.0326 45.6 0.1237

0.02 0.1194 0.1293 8.3 0.1204

0.04 0.2293 0.2030 11.4 0.1477

0.06 0.3220 0.2915 9.5 0.1338

0.08 0.3986 0.4036 1.3 0.1243

0.10 0.4615 0.4804 4.1 0.1453

0.15 0.5739 0.6010 4.7 0.1067

0.20 0.6425 0.7216 12.3 0.1378

0.30 0.7099 0.7018 1.1 0.1436

0.40 0.7351 0.7182 2.3 0.1912

1.00 0.7500 0.6997 6.7 0.1358

Source: Authors’ own elaboration.

Table 1 shows that the standard deviation at each normalized time is be-
tween 0.1067 and 0.1912. Now, in order to determine how the measurement 
is affected by the noise level, the mean of the standard deviations is calculated 
for each noise level. This parameter will tell us how data are dispersed. As an 
example, for a noise level of 10 dB, the mean of the standard deviation is 0.1373. 
This procedure is repeated for 5, 20, and 30 dB, and the results are shown in 
Table 2. As expected, we can see that as the noise level decreases, the standard 
deviation of Y increases.

Table 2. Mean of  the measured temperature standard deviations for different noise levels.

Noise levels in dB Mean of  r2 

5 0.2837

10 0.1373

20 0.0485

30 0.0152

Source: Authors’ own elaboration.
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1.5.3. Case c: Multiple sensors (i.e., 4)

Finally, when transient readings Y  are taken from multiple sensors, the ob-
jective function becomes equation 12, where M is the number of sensors for 
the experiment and P is a vector containing the unknown parameters. In this 
case, it is assumed that the standard deviation of the measurements is similar. 
Therefore, each time we take the temperature at each ru and each tu, the result 
is always going to be the same.

OF = Y T P( )( )T
Y T P( )( ) = Yim Tim( )

i=1

N

m=1

M 2

(12)

Figure 7 shows the data of the normalized measured and theoretical tempera-
tures in a sphere with heat generation, obtained with four sensors at normalized 
radius ru = 0.3, 0.5, 0.7, and 1.0  at 11 normalized times tu = 0.01, 0.02, 0.04, 
0.06, 0.08, 0.1, 0.15, 0.2, 0.3, 0.4, and 1. The SNR of the measured tempera-
tures were 5, 10, 20, and 30 dB. For practical purposes, higher values of SNR 
mean better measurements.

Figure 7. Normalized measured and theoretical temperatures for the case where the measurements 
were taken with four sensors at normalized radius ru = 0.3, 0.5, 0.7, and 1.0 and normalized time 
tu = 0.01, 0.02, 0.04, 0.06, 0.08, 0.1, 0.15, 0.2, 0.3, 0.4, and 1. SNR is assumed to be 5, 10, 20, and 

30 dB for the measured temperatures
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The statistical parameters considered here for the error between the nor-
malized theoretical (T) and measured (Y) temperatures are the mean and the 
standard deviation. The results for the case when the SNR is 30 dB are sum-
marized in Table 3. The other cases of SNR are omitted because they exhibit 
the same pattern presented below. In other words, as the noise level decreases, 
the error of Y increases.

Table 3. Some statistical parameters from the error data with four sensors between the normalized 
theoretical (T ) and measured (Y ) temperature when the SNR is 30 dB 

ru Mean of  the error Standard deviation of  the error
0.3 0.0118 0.0189

0.5 0.0110 0.0140

0.7 0.0012 0.0092

1.0 0.0020 0.0126

Source: Authors’ own elaboration.

2. Results and analysis

2.1. A demonstrative example
We consider the microwave heating of an isotropic and homogeneous silicon 
carbide (SiC) sphere with constant density, thermal conductivity, and specific 
heat r, k, and c, respectively. Its diameter and internal heat generation rate 
at r = 0 are 2 cm and 8000 W/m3. The temperature at its boundary is fixed at 
zero degrees Celsius. The goal is to estimate parameters rc and k by solving the 
inverse problem. An Intel Core i5 computer running at 2.45 GHz with 6 GB of 
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RAM and Windows operating system was used to run the tests. In addition, the 
initial conditions (IC) are located between 0.9 times the true value for the lower 
limit and 3 times for the higher limit for the LM cases, between 0.9 and 6 times 
for the SA cases and between 0.9 and 30 times for the GA cases. It is important 
to keep in mind that our work is based on normalized data. Therefore, parameters 
k and rc obtained through the algorithm are also normalized. However, the data 
shown within this section are related to their unnormalized equivalents.

2.1.1. Case a

Levenberg-Marquardt method (LM). Now, we use the LM method to solve the 
inverse problem. The objective function is shown in equation 8. The expected 
values for k and r are 180 W

m* K  and 352000 g
m3 , respectively. Therefore, in 

order to test the LM method for parameter estimation, four datasets for the 
measured data Y are created, each one at a different noise level. In this case, the 
selected levels are 5, 10, 20, and 30 dB. Table 4 shows these parameters, as well 
as the error percentage of each parameter, compared to its theoretical value, 
and the RMSE for the theoretical T and the estimated Test temperatures. RMSE 
can be considered as a good measure of how accurately the model predicts the 
response. The RMSE is calculated using equation 13, where n is the number of 
measurements at times ti.

ErrorRMS =
1
2

T ti( ) Test k, c,ti( )( )2

i=1

n

(13)

Table 4. Estimated parameters k and rc as well as their percentage of  error, and the RMSE of  the 
profile temperature estimated 

k rc Error k, % Error rc, %
RMSE
[10-6]

Theoretical value 180.0 352000.0 - - -

SNR, [dB]

30 180.9 340665.7 0.5 3.2 4.19

20 182.0 352898.5 1.1 0.3 3.39

10 180.9 241558.0 0.5 31.4 52.01

5 168.0 740033.1 6.7 110.2 101.97

Source: Authors’ own elaboration.
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Simulated Annealing (SA). The objective function and noise levels are pre-
served since they depend on the problem and not on the solution approach. 
The parameters of the simulation are the initial temperature of 100 °C, the 
maximum number of objective function evaluation of 6000, and a termination 
tolerance of 1 × 10-6. We obtained these parameters after some preliminary 
testing with the OF to ensure the correct operation of the algorithm. However, 
for the sake of brevity, these data are not shown. Table 5 shows the estimated 
parameters (k and rc ), as well as the percentage of error, when compared to 
the expected theoretical value. The data show that the error sits at below 3.9% 
for noise levels under 20 dB. 

Table 5. Estimated parameters k and rc as well as their percentage of  error, and the RMSE of  the 
profile temperature estimated

k rc Error 
k, %

Error rc, 
%

RMSE
[10-6]Mean Std. Dev Mean Std. Dev

Theoretical value 180 - 352000 - - - -

SNR, [dB]

30 181 3.4 338407 20906.0 0.4 3.9 5.06

20 184 3.5 344138 17916.1 2.2 2.2 5.67

10 184 2.5 241438 10023.9 2.3 31.4 49.53

5 166 3.9 746596 67893.7 8.0 112.1 102.69

Source: Authors’ own elaboration.

Genetic Algorithm (GA). Finally, we repeat the procedure using a GA. Sim-
ulations were carried out using 100 generations, a crossover fraction of 0.8, a 
migration fraction of 0.2, a termination tolerance of 1 × 10-6, and a population 
of 400. We also obtained these parameters via preliminary testing. Again, these 
data are omitted for the sake of brevity. This time, the error margins are under 
3.5% for noise levels below 20 dB. 
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Table 6. Estimated parameters k and rc as well as their percentage of  error, and the RMSE of  the 
profile temperature estimated

k rc Error k, 
%

Error 
rc, %

RMSE
[10-6]Mean Std. Dev Mean Std. Dev

Theoretical value 180 - 352000 - - - -

SNR, [dB]

30 181 1.0 339646 4882.1 0.3 3.5 4.57

20 184 1.3 342029 6319.6 2.3 2.8 5.78

10 184 0.8 240872 2422.9 2.4 31.6 49.84

5 165 0.9 749066 13117.2 8.1 112.8 102.92

Source: Authors’ own elaboration.

2.1.2. Case b 

Repeating the procedure for case b requires using the objective function given in 
equation 10. Table 7 to Table 9 show the estimated parameters (k and rc ), as well 
as the error percentages, when compared to the expected theoretical value and 
the RMSE. As foreseeable for the three algorithms, a high RMSE value indicates 
a considerable discrepancy between the predicted values and the estimated ones. 

Levenberg-Marquardt method. Table 7 shows the estimated data, the error per-
centage compared to the expected theoretical value, and the RMSE. Although 
the RMSE value for 30 dB is a little higher than that for SNR of 20 dB, the 
estimated conductivity is closer to the expected one. The opposite is observed 
for the estimated rc parameter under the same conditions.

Table 7. Estimated parameters k and rc as well as their percentage of  error, and the RMSE of  the 
profile temperature estimated

k rc Error k, %
Error 
rc, %

RMSE
[10-6]

Theoretical value 180.0 352000.0 - - -

SNR, [dB]

30 180.8 337538.7 0.4 4.1 5.50

20 183.3 342770.3 1.8 2.6 4.87

10 190.0 222981.6 5.5 36.7 56.14

5 148.9 1466007.4 17.3 316.5 188.56

Source: Authors’ own creation.
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Simulated annealing
Table 8. Estimated parameters k and rc as well as their percentage of  error, and the RMSE of  the 

profile temperature estimated

k rc 
Error k,% Error rc, 

%
RMSE
[10-6]Mean Std. Dev Mean Std. Dev

Theoretical 
value

180 - 352000 - - - -

SNR, [dB]

30 177 3.6 375932 21759.0 1.7 6.8 8.41

20 176 3.1 368407 21668.4 2.0 4.7 6.76

10 183 4.1 452839 34150.7 1.8 28.6 38.32

5 133 12.5 1759385 1000406.0 25.9 399.8 140.77

Source: Authors’ own elaboration.

Genetic Algorithms
Table 9. Estimated parameters k and rc as well as their percentage of  error, and the RMSE of  the 

profile temperature estimated

k rc Error k, 
%

Error rc, 
%

RMSE
[10-6]Mean Std. Dev Mean Std. Dev

Theoretical value 180 - 352000 - - - -

SNR, [dB]

30 181 1.8 338746 8435.6 0.4 3.8 4.93

20 184 1.5 346955 8341.5 2.0 1.4 5.73

10 191 1.0 230250 2791.2 6.3 34.6 51.72

5 149 0.4 1217690 14705.1 17.3 245.9 165.81

Source: Authors’ own elaboration.

2.1.3. Case c

This final case implies the use of the objective function shown in 12. Table 10 to 
Table 12 include some of the most important results. To compare the simulation 
results, we used the RMSE. For all of the results shown in these tables dealing 
with SNR values lower than 20, the RMSE reached considerably higher values, 
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indicating a substantial disagreement between the predicted temperatures 
and the estimated ones. This behavior has an evident negative impact on the 
estimated parameters. Nonetheless, Simulated Annealing reached the lowest 
RMSE for SNR = 30 dB, when compared with LM and GA.

Levenberg-Marquardt method
Table 10. Estimated parameters k and rc as well as their percentage of  error, and the RMSE of  the 

profile temperature estimated

k rc 
Error k, 

%
Error 
rc, %

RMSE
[10-6]

Theoretical value 180.0 352000.0 - - -

SNR, [dB]

30 177.0 381670.6 1.7 8.4 10.36

20 176.1 376939.5 2.2 7.1 8.92

10 182.4 450054.2 1.3 27.9 37.00

5 125.7 2916044.3 30.2 728.4 258.48

Source: Authors’ own elaboration.

Simulated annealing
Table 11. Estimated parameters k and rc as well as their percentage of  error, and the RMSE of  the 

profile temperature estimated

k rc Error k, 
%

Error rc, 
%

RMSE 
[10-6]Mean Std. Dev Mean Std. Dev

Theoretical 
value

180 - 352000 - - - -

SNR, [dB]

30 181 6.2 335450 37052.0 0.8 4.7 6.27

20 184 5.6 352175 39115.0 2.1 0.0 6.40

10 192 6.3 222401 21041.0 6.7 36.8 55.75

5 155 13.9 1117937 308433.7 13.8 217.6 155.63

Source: Authors’ own elaboration.
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Genetic Algorithms
Table 12. Estimated parameters k and rc as well as their percentage of  error, and the RMSE of  the 

profile temperature estimated

k rc Error 
k, %

Error rc, 
%

RMSE
[10-6]Mean Std. Dev Mean Std. Dev

Theoretical value 180 - 352000 - - - -

SNR, [dB]

30 177 1.0 375895 6132.7 1.7 6.8 8.40

20 176 1.2 365681 7409.3 2.0 3.9 6.27

10 183 1.3 454620 7752.5 1.5 29.2 38.88

5 125 0.6 2064748 57914.5 30.3 486.6 224.59

Source: Authors’ own elaboration.

2.2. Algorithm performance
Comparing the performances of all three algorithms requires a common metric. 
Thus, the number of iterations, as well as the number of function evaluations, 
was measured. For genetic algorithms, the number of generations was analyzed 
instead of the number of iterations. The data are shown in Table 13 for LM and 
SA. However, in the case of GA, the detailed performance results are omitted 
because the total number of generations and the number of function evaluations 
are 51 and 201800, respectively, in all cases. From the performance results, it 
is found that LM is slightly faster than the other two. Nonetheless, this method is 
very dependent on the location of initial conditions. Thus, an improper selection 
may lead to a solution located far from the optimum, or to no solution at all. 
Similarly, it is evident that SA yields data close to the expected optimal. Its main 
advantage lies in improving the search of the solution domain of LM. Therefore, 
it is somewhat independent of initial conditions. The remaining approach, i.e., 
GA, also yields acceptable results and improves the search of the solution domain 
of the two previous methods. However, GA requires more function evaluations 
than the other two approaches and thus takes longer to converge. 
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Table 13. Other parameters derived from the analysis of  the LM method such as the number of  
iterations and the number of  function evaluations employed by the algorithm

Case SNR [dB]

LM SA

Iterations
Function 

evaluations

Iterations
Function 

evaluations

Mean
Std. 
Dev.

Mean
Std. 
Dev.

a

30 112 401 1781 582 1802 588

20 109 403 1899 748 1921 757

10 113 401 1783 649 1804 656

5 54 200 1804 619 1824 627

b

30 108 401 2047 768 2058 772

20 108 401 2058 662 2070 666

10 108 402 1826 584 1839 588

5 39 151 1826 584 1839 588

c

30 109 403 1968 603 1988 610

20 109 403 1740 535 1758 541

10 63 235 1873 644 1892 650

5 30 115 1958 640 1978 647

Source: Authors’ own elaboration.

Conclusions
In this article, we analyzed an alternative technique for estimating, in real-time, 
the thermal conductivity and the volumetric heat capacity of a material heated 
by microwaves. It was found that all three selected optimization algorithms 
could be used for this purpose if the measurements have low noise levels. 
This means that the estimation procedure is highly dependent on the quality 
of both the experimental design and the electronic instrumentation used. If 
both requirements are satisfied, it is possible to estimate these parameters 
on-line without the need for an additional experimental setup. For the case of 
the algorithms, their behaviors differed in features such as the dependence on 
initial conditions and the number of required function evaluations. Weighing 
these differences leads to the consideration of the SA algorithm as the most 
advantageous among all three approaches, especially for a real situation (case c) 
when transient temperature readings are taken from multiple sensors (i.e., 4). 
However, by the nature of the GA algorithm, it improves six times the search 
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space solution of the SA algorithm. Likewise, it was observed that normalizing 
the objective function for data with high standard deviations helps to produce 
results close to the optimum, in spite of said dispersion. In future works, it is 
necessary to include more internal heat generation models and boundary con-
ditions. Moreover, hybrid methods should be tried in order to take advantage 
of each algorithm’s strength, i.e., a hybrid between SA and GA. Lastly, other 
modern, stable, and metaheuristic algorithms with good performances should 
be tried, such as PSO.
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