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ABSTRACT
This paper explores a series of thoughts about the meaning of intelligence in 
neuroscience and computer science. This work aims to present an understanda-
ble definition that fits our contemporary artificial intelligence background. The 
research methodology of this essay lies in existing theories of artificial intelligen-
ce, focused on computer science and neuroscience. I analyze the relationship 
between intelligence and neuroscience and Hawkin’s Thousand Brains Theory, an 
approach to show what it is an intelligent agent according to neuroscience. Here, 
the main result relies on the verification that intelligence is only possible in the 
neocortex. According to this result, the study performs a second critical analysis 
aiming to demonstrate why there is no artificial intelligence today.
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Al fin y al cabo, la inteligencia artificial no es inteligente:  
en la búsqueda de una definición neurocientífica comprensible  

de la inteligencia
RESUMEN
Este trabajo explora una serie de reflexiones sobre el significado de la inteligencia en  
la neurociencia y la informática. El objetivo de este trabajo es presentar una 
definición comprensible que se ajuste a nuestro entorno contemporáneo de 
inteligencia artificial. Se analiza la relación entre la inteligencia y la neurociencia 
y presento la teoría de los mil cerebros de Hawkins, un enfoque para mostrar 
qué es un agente inteligente según la neurociencia. Aquí, el principal resultado se 
basa en la comprobación de que la inteligencia sólo es posible en el neocórtex. 
De acuerdo con este resultado, el estudio hace un segundo análisis crítico con el 
objetivo de demostrar por qué no existe la inteligencia artificial en la actualidad. 
La metodología de investigación de este ensayo se basa en las teorías existentes 
sobre la inteligencia artificial, centradas en la informática y la neurociencia.

Palabras clave: inteligencia artificial; informática; inteligencia; aprendizaje auto-
mático; neurociencia.

Afinal de contas, a inteligência artificial não é inteligente: à procura 
de uma definição neurocientífica compreensível da inteligência  

RESUMO
Este trabalho explora uma série de reflexões sobre o significado da inteli-
gência na neurociência e informática. O objetivo desse trabalho é apresentar  
uma definição compreensível que se ajuste ao nosso ambiente contemporâneo 
de inteligência artificial. Analisa-se a relação entre inteligência e a neurociência 
e a teoria dos mil cérebros de Hawkins, uma abordagem para mostrar que é um 
agente inteligente segundo a neurociência. O principal resultado se baseia na com-
provação de que a inteligência só é possível na neocórtex. De acordo com esse 
resultado, o estudo faz uma segunda análise crítica com o objetivo de demonstrar 
por que não existe inteligência artificial na atualidade. A metodologia aplicada 
a esta pesquisa baseou-se nas teorias existentes sobre a inteligência artificial,  
centradas na informática e na neurociência. 

Palavras-chave: inteligência artificial; informática; inteligência; aprendizagem 
automática; neurociência. 
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Introduction

This paper is a part of my main study developed in my Ph.D. dissertation, where I want to  
show how artificial intelligence agents can or cannot have legal personhood, his (un)
consequences, and how this should be possible by analyzing Legal Theories. Accor-
ding to Russell & Norvig (2010, p. VIII) AI means “agents that receive percepts from the 
environment and perform actions”. In the same meaning, Franklin & Graesser (1997,  
pp. 21-35) postulates that “An autonomous agent is a system situated within and a part  
of an environment that senses that environment and acts on it, over time, in pursuit of  
its own agenda and so as to effect what it senses in the future”. Furthermore, “auto-
nomous agents possess goals which are generated from within rather than adopted 
from other agents. These goals are generated from motivations which are higher-le-
vel non-derivative components characterizing the nature of the agent, but which  
are related to goals” (Luck & d’Inverno, 1995, p. 254-260). The question that guides 
this work is: what is the meaning of intelligence? This question does not arise just if an 
artificial agent is intelligent, but in a human too. This essay is a fraction of this whole 
work. Here, I bring the results of one of my chapters.

It may be easy to get an idea of how the human brain works, but neuroscientists  
are in the dark when they open this pandora’s box. To understand this scenario,  
I choose to use Hawkins and his thousand-brain theory. The results obtained by  
the author in years of research demonstrate through his theory how the brain can function  
and, consequently, what intelligence is. His conclusions appear logical and verifiable, and  
with this, I can bring considerable reflections on how machines can or cannot be res-
ponsible and have rights and duties. 

My claim is to show what is intelligence (in its neuroscientific meaning). It is the 
modular ability to learn the world, and that learning occurs in the neocortex through 
the association between neurons, cortical columns, and reference frames. Thus, an 
artificial agent must at least have the same qualities as the brain to be intelligent. 
This proposition seems intelligible because the brain is the only reference to what we 
understand as intelligent. According to Hawkins, I can suggest that artificial agents 
cannot be intelligent (yet) due to the gap between neuroscience knowledge and  
Machine Learning development.

This paper has two sections. In the first section, I analyze the relationship bet-
ween intelligence, neuroscience, and present Hawkin’s Thousand Brains Theory, an 
approach to show what it is an intelligent agent according to neuroscience. In the se-
cond section, supported by Hawkins’s theory, I want to show why there is no artificial 
intelligence today. For this, the research methodology of this essay lies in existing 
theories of artificial intelligence, focused on computer science and neuroscience.



Sthéfano Divino4

Opinión Jurídica, 21(46) • Special Edition 2022 • pp. 1-21 • ISSN (en línea): 2248-4078

2.  Intelligence, Neuroscience and Hawkin’s Thousand Brains Theory

Computer science sees artificial intelligence as an objective criterion (Shrestha, 
Ben-Menahem, & Von Krogh, 2019)1. Between these objective criteria is the  
reason. According to Haggard (2017, p. 196-207), “reason is the Sense of agency  
that refers to the feeling of controlling one’s own actions and, through them, events 
in the external world”. Thus, intelligence in computational terms is closely related 
to reason. However, a rational agent does not always act in a 100 % rational way. If  
you ask a child how much is 2+2 he or she would proudly answer “5”, his or her an-
swer is autonomous but irrational. Even if one tries to demonstrate the result of 4 by 
putting 2 bananas in the basket and then two more bananas in the same basket, the 
child may ignore this fact and persist that the answer is, in principle, according to his 
or her understanding, five. The connection between the terms agent and environment 
is evident, but also rationality cannot be ignored. Therefore, one cannot be defined 
without the presence of the other. According to Sutton & Barto (1998), 

The reinforcement learning problem is meant to be a straightforward framing 
of the problem of learning from interaction to achieve a goal. The learner and de-
cision-maker is called the agent. The thing it interacts with, comprising everything 
outside the agent, is called the environment. These interact continually, the agent 
selecting actions and the environment responding to those actions and presen-
ting new situations to the agent (p. 53).

Another example of this situation is when human beings make decisions based on 
emotions. Therefore, the concept of intelligence despite being tied to reason is not li-
mited to it. Some intelligent agents do not act rationally. Computer science requires 
an interaction between the agent and the environment in which it is located to be an 
intelligent agent (Bostrom & Yudkowsky, 2011; Bostrom, 2014). There must be politi-
cal and social factors that affect decision-making patterns.2 AI must be connected  
to the edges of these structures to escape a strictly technical definition (Brayne, 
2021; Crawford, 2021). Thus, the objective concept of intelligence is not just a singular 
dimension or concept, but a rich space structured in information processing capa-
bilities. In this contextualization, an AI can supposedly act autonomously because  
of its intelligence. The autonomy of an AI lies in the degree of sophistication and 
human intervention in its conduct. Thus, agency or self-determination in its compu-

1 “The fundamental idea of decision theory is that an agent is rational if and only if it chooses the  
action that yields the highest expected utility, averaged over all the possible outcomes MAXIMUM 
EXPECTED of the action. This is called the principle of maximum expected utility (MEU). Note that UTILITY 
“expected” might seem like a vague, hypothetical term, but as it is used here it has a precise meaning: it 
means the “average,” or “statistical mean” of the outcomes, weighted by the probability of the outcome” 
(Russell & Norvig, 2010, p. 483).

2 “A motivation is any desire or preference that can lead to the generation and adoption of goals and  
that affects the outcome of the reasoning or behavioral task intended to satisfy those goals. An auto-
nomous agent is an agent with a non-empty set of motivations”. (Luck & d’Inverno, 2001, pp. 1-20). For 
more, see Beer, Fisk & Rogers (2014), and Huang et al. (2007).
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tational conception, therefore, on an abstract level would be possible, distinguishing 
itself through criteria and decision-making skills of machines from those of hu-
man beings. These considerations allow us to consider the potential for an AI to act  
autonomously and realize its agency in the factual environment where it is executed, 
especially if the correct ML models are adopted for this task.

These propositions, so far, are limited to a panorama of computer science that 
bases its notion of intelligence on the mammalian brain. This is so because the bra-
in is the only thing that we know so far to be intelligent. But for neural networks to 
be equal to the human brain, we must understand how it works. In the realm of com-
puter science, this understanding is wrong. So, to verify the propositions above I will 
try to describe how the brain works and if AI is intelligent according to neuroscience.

Since this is a complicated theme to define, I am looking for more adequate  
and updated studies that address in a verifiable way how intelligence can or 
could/should be understood according to contemporary technical and scientific  
advances. Therefore, I do not make philosophical reflections (respecting them in their 
limits, at this moment), but I look for studies with practical and concrete results, even 
theoretically synthesized, about the functioning of the brain and intelligence.

It may be easy to get an idea of how the human brain works, but neuroscientists 
are in the dark when opening pandora’s box. I choose to use Hawkins’s Thousand-
Brain Theory to understand this scenario. The results obtained by the author in years 
of research demonstrate through his theory how the brain can function and, conse-
quently, what intelligence is. His conclusions appear to be logical and verifiable, and 
with this I can present paths for a feasible understanding of intelligence.

2.1  The early paths of Intelligence in Neuroscience

Understanding intelligence goes through a path of overcoming. Since the 1970s, when 
Francis Crick (1979, pp. 219-233) wrote an article called Thinking About the Brain, 
considerable data about brain works were already available. For Crick, the brain was  
like a puzzle where we have a reasonable amount of data, but we don’t know how these 
data are connected and interconnected among themselves (Hawkins, 2021, p. 16). One of  
the problems arising from this correlation is how intelligence is made in the brain.

Hawkins (2021) notes that to understand how intelligence is made is necessary 
to locate the appropriate brain section for such a task. That is: where is intelligence 
produced? According to Hawkins (2021, p. 25)3, the neocortex, present only in mammals, 
is the region responsible for the reserve and production of all human intelligence. “Almost  
all the capabilities we think of as intelligence —such as vision, language, music, 
math, science, and engineering— are created by the neocortex. When we think about 

3 Hawkins is not alone. Other neuroscientists defend this idea.. See: (Lindenfors, 2005), (Barton, 1996), 
and recently (Michaud, 2016).
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something, it is mostly the neocortex doing the thinking” (Hawkins, 2021, p. 25). 
Hawkins understands Intelligence as the capacity to understand the world, such as 
the shape of objects; the behavior of creatures; how doors open and close; and our 
location and position in the world as human beings.

Interestingly the neocortex alone does not exert direct control over behavior or mus-
cle movements (Yokoi & Diedrichsen, 2019). Breathing and other basic movements will 
be made by the old brain, which is also responsible for the most primitive functions of  
human beings, such as survival, sex, and proliferation.   But unlike the brainstem, whe-
re there is an almost perfect cross-section of its parts, the neocortex has different  
zones of action, with their respective subdivisions, but there is no possibility of visua-
lizing them clearly as in the brainstem.

For example, Felleman and Van Essen (1991) show how the neocortex of a primate 
works, where nerve synapses were detected from stimuli made by the researchers. 
Each rectangle in the image represents different regions of the neocortex, and the 
lines represent the direction of the nerve synapses and how information travels from 
one side to another.

Figure 1. Connections in a Primate’s Neocortex

Source. Felleman and Van Essen,1991.
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We can have an idea that the working of the neocortex is similar to that of a flow-
chart whose interpretation would be based on the hierarchy and positioning of each 
brain zone. However, the image itself shows that the flow can go either horizontally or 
vertically. Although its external appearance is uniform, Ramón y Cajal (1923), a neuro-
scientist of the 1800s, was responsible for demonstrating how the nerve cells present 
themselves in the neocortex (Gil et al., 2014). The result of his research, which can be 
seen below, earned him the Nobel Prize.

Figure 2. A section inside of a little mammal neocortex

Source. Ramón y Cajal (1923).

The results brought by Ramón y Cajal showed that the neurons present in the 
neocortex are arranged in six layers (Ogawa et al., 1995), as well as having axons and 
dendrites, responsible for the nerve connections called synapses (Hawkins, 2021, p. 29).  
But this observation can only be made if seen from the inside. The neocortex looks the  
same and its regions cannot be distinguished from the outside. But what is  
the reason? Edelman and Mountcastle (1978) proposed that its similarity is because the  
whole neocortex is performing the same activity simultaneously, so there would  
be no reason to differentiate it. In this way, by discovering how a small region works, 
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we could discover how the whole system works as well (Hawkins, 2021). But the au-
thors’ main merit was to verify that intelligence can manifest itself as an algorithm in 
the cerebral cortex through a cortical column. 

Cortical columns are not visible under a microscope. With a few exceptions, 
there are no visible boundaries between them. Scientists know they exist because 
all the cells in one column will respond to the same part of the retina, or the same 
patch of skin, but then cells in the next column will all respond to a different part 
of the retina or a different patch of skin. (Hawkins, 2021, p. 37)

Edelman & Mountcastle (1978) propose that the neocortex has about 150,000 
cortical columns. The assumption is made because they cannot be seen even with 
microscopes. Hawkins says that scientists know that they exist because of the res-
ponse of other cells to stimuli made between them, but they remain a mystery in the 
realm of neuroscience.

2.2  A Model of World in Your Head: Cortical Columns and Reference Frames

Hawkins’ assumptions, however, become necessary because it is precisely in this pla-
ce where the development of intelligence is assumed. Our brain reacts to stimuli made 
by sensors (hands, eyes, mouth, etc.) to produce expected and unexpected results. 
These results, however, are not random but have a correction between what you and 
I expect to see and what you and I expect to feel when we visualize and touch so-
mething. Every time neocortex makes these predictions to understand and map the 
world around it. It is from this context that the brain learns what is normal, what is 
abnormal, and what can be expected based on experience. As a result, you get what 
Hawkins (2021) calls A Model of World in Your Head. 

The brain creates a predictive model. This just means that the brain conti-
nuously predicts what its inputs will be. Prediction isn’t something that the brain 
does every now and then; it is an intrinsic property that never stops, and it serves 
an essential role in learning. (Hawkins, 2021, p. 42)

If a prediction is made erroneously, the brain will try to make the correction and 
conform to the expected or, as a last resort, learn not to replicate the behavior as 
a consequence (Konflanz, 2019); (Byrne & Corp, 2004); (Deaner, Isler, Burkart & Van 
Schaik, 2007).

A newborn baby does not have any kind of experience or model of the world in 
its neocortex. “When you are born, your neocortex knows almost nothing. It doesn’t 
know any words, what buildings are like, how to use a computer, or what a door is 
and how it moves on hinges. It has to learn countless things” (Hawkins, 2021, p. 44). 
It is through its development and the acquisition of experience that a model of the 
world will develop in the neocortex of each individual. This model will be responsi-
ble for actions, predictions, and perceptions. From this observation, Hawkins draws 
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two observations: 1) the world is constantly changing and, consequently, intelligent 
beings must adapt to this change; and 2) as we move, our conception and model of 
the world change every time we move around because brain inputs provide us with 
new data and information to implement the experience so far lived. It is in this way 
that sensory-motor learning develops.

According to Hawkins (2021), the brain learns a model of the world through our 
observation, a result of how our senses and sensors interact with the world and the 
information that is perceived by us. From this assumption arise two principles of neu-
roscience: Principle number one: thoughts, ideas, and perceptions are the activity of 
neurons, and; Principle number two: everything we know is stored in the connections 
between neurons.  When we learn something new, connections between neurons are 
reinforced. When we forget something, these connections are weakened, and, interes-
tingly, new synapses are not only (re)forced, but also created and undone with time and  
experiences acquired by the individual (Li et al., 2017; Kim and Thayer, 2001).

For these reasons, understanding the brain as a machine or a computer does not 
seem intelligible. The neocortex responsible for learning the world as a structured mo-
del becomes an adequate idea due to its verification. Hawkins demonstrates that the 
brain can make predictions and forecasts due to the existence of two types of neurons: 
neurons that fire when the brain is seeing something, and neurons that fire when the 
brain is predicting that it will see something. The brain needs to keep its predictions 
separate from reality to avoid hallucinations. Using two sets of neurons does this very 
well. However, for Hawkins, there are two problems with this idea.

First, given that the neocortex is making a massive number of predictions at 
every moment, we would expect to find a large number of prediction neurons. So 
far, that hasn’t been observed. Scientists have found some neurons that become 
active in advance of an input, but these neurons are not as common as we would 
expect. The second problem is based on an observation that had long bothered me. 
If the neocortex is making hundreds or thousands of predictions at any moment in  
time, why are we not aware of most of these predictions? If I grab a cup with my 
hand, I am not aware that my brain is predicting what each finger should feel, unless 
I feel something unusual—say, a crack. We are not consciously aware of most of 
the predictions made by the brain unless an error occurs. Trying to understand 
how the neurons in the neocortex make predictions led to the second discovery. 
(Hawkins, 2021, p. 52)

Furthermore, Hawkins (2021) finds that predictions are made within neurons. Sin-
ce predictions can appear in two ways, one while the world is changing around us 
and the other because we are moving with the world, neurons need to figure out how 
much context is needed to make proper predictions.

A prediction occurs when a neuron recognizes a pattern, creates a dendrite 
spike, and is primed to spike earlier than other neurons. With thousands of  
distal synapses, each neuron can recognize hundreds of patterns that predict 
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when the neuron should become active. Prediction is built into the fabric of the 
neocortex, the neuron. (Hawkins, 2021, p. 57) 

But prediction is an ambiguous function of the brain, and neuroscientists know 
this. Yet even in simulated tests, Hawkins was able to prove that neurons can learn 
diverse sequences and memorize them. Even with the death of about 30 % of them, 
the sequence was still memorized by the rest (Hawkins & Ahmad, 2016). The results 
demonstrate that predictions can happen inside neurons.

But how does access to this information happen? As visualized before, it seems 
to exist, in an intelligible and acceptable way, a map (analogically) in our heads. For 
each area of the neocortex, we can fraction it until we get to the cortical columns, 
which must be understood as referential frames that can respond to input through 
experience and the stimuli that are presented to it. Our brain doesn’t process a pic-
ture or an image: its comprehension starts from the reception by sensors behind the 
eyes, which are then divided into considerable parts. After reaching its destination, 
we can understand the location, shape, and even texture of the object observed. This  
is one of the primary functions of the neocortex according to Hawkins: the processing  
of reference frames.

But why are Hawkins’ reference frames important for understanding intelligence? 
First, they allow the brain to grasp the structure of something. Second, by defining 
an object using a reference frame, the brain can manipulate it entirely at once. Third, 
referential frames are necessary for planning and creating movements. Referential  
frames are used in many fields. Scientists working in the robotics program, imagine and  
plan what the movements of a robot’s arm or body should look like. Reference frames 
are also used in animated movies to render characters as they move.

With this result, Hawkins was able to assume the difficulty of understanding how 
the apprehension of meaning in the neocortex takes place. However, as hard as the  
concept may be, its meaning must be gradual and stored in different points of  
the brain. Thus, when someone wants to understand the concept of democracy, we 
must review the concept of State and Government, for example. Each of these con-
cepts is located in a reference frame and, when connected, can build other reference 
frames aimed at understanding the concept of democracy. The same happens with 
objective good faith, a concept that presupposes the existence of other reference 
frames, such as principles, norms, laws, contracts, property, and processes. Each of 
these assumptions is stored in different referential frames that, when activated by the  
neocortex, its synapses snap together and build individualized concepts from its  
previous knowledge. In other words, Hawkins demonstrates that a good background 
is intrinsically linked to data and facts (Hawkins, 2021, p. 86).

The problem is accentuated when language is included as one of the most important  
cognitive abilities capable of distinguishing human beings from other animals. Haw-
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kins claims that without the ability to store and share knowledge and experience 
through language, modern society would be impossible to realize. According to Haw-
kins, Etard et al. (2000) and Naeser et al. (1987), there are two areas in the neocortex of 
considerable size that are responsible for language4. The section responsible for lan-
guage comprehension is Wernicke’s, while the section responsible for its production 
is Broca’s. However, there is no consensus on the exact location and extent of each  
of these regions. Hawkins also points out that these areas are not necessarily differen-
tiated between comprehension and production, since both can act interdependently 
and simultaneously with similar results, and that language cannot simply be isolated 
in two small regions of the neocortex.

It is the experience, behavior, and contact with the world that will be able to fill 
the frames of reference and create new neurological connections to enable the intelli-
gibility of language and, consequently, to disseminate knowledge. Every moment that 
information enters through observation and body sensors, the world in our brain un-
dergoes a drastic change: new frames of reference are made by new synapses, and 
new synapses are undone. Although each cortical column doesn’t necessarily know 
what they are learning and also doesn’t know what these models represent, indivi-
dually they don’t make sense, when put into a referential frame they begin to make 
sense and demonstrate how the brain works through them.  It is at this point that 
Hawkins’ Thousand Brain Theory is developed and presents a seemingly acceptable 
answer to the AI problem.

2.3.  Hawkins’ Thousand Brain Theory 

An attempt is made to overcome the idealization of the brain as a flowchart and 
present it as referential frames. The cortical columns, even without less sensitive 
levels, can grasp and recognize objects. Thus, the neocortex has several models of 
a particular object. This model can be in different referential frames, which are not 
identical, but complementary. This complementarity is essential because according 
to Hawkins a cortical column cannot learn a referential model of every object in the 
world. Such a situation would be impossible because there is (yet) an unknown li-
mit to how many objects each one could learn. But when they are connected, even 
if in different regions, they can recognize what is intended by the brain by acces-
sing the previously learned model.

Thus, knowledge for Hawkins is distributed in the brain. Nothing we know is 
stored in just a single place, a single cell, or a single frame referent. 
Knowledge  is stored everywhere and distributed in multiple columns. Everything in 
the brain works interdependently. A neuron does not depend on just a single 
synapse, but on about thirty to recognize a pattern.

4 However, on the other side, see: (Binder, 2017).
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Therefore, we should not be surprised that the brain does not rely on one mo-
del of anything. Our knowledge of something is distributed among thousands of 
cortical columns. The columns are not redundant, and they are not exact copies 
of each other. Most importantly, each column is a complete sensory-motor system, 
just as each water department worker is able to independently fix some portion of 
the water infrastructure. (Hawkins, 2021, p. 98)

The problem lies in ascertaining how this information is linked and tied together. 
Hawkins (2021) proposes the question: how are our sensory inputs tied to a singular 
perception? There is no randomness, but a voting system elaborated by Hawkins that 
accesses information according to its sense and intelligibility and brings, at least, 
un-derstanding to the individual. If a person inserts his or her hand into a black box 
with an object inside and begins to feel it, the nerve synapses will begin to call each 
other and “vote” to determine which object among those you have already touched 
it best represents. It can be a cup, a glass, a pen, or any other physical object. If 
you have had previous contact, the neocortex will start and finish this vote-counting 
system to determine which object is the one touched and felt.

Since the connections in each column go up and down using the layers, remai-
ning largely within the boundaries of each column, Hawkins states that only a few 
cells will be able to vote. Most of them do not represent any kind of information that 
the others could opine on. It is not a complicated view, but I prefer to keep his words 
and his original meaning:

Using its long-range connections, a column broadcasts what it thinks it is 
observing. Often a column will be uncertain, in which case its neurons will send 
multiple possibilities at the same time. Simultaneously, the column receives projec-
tions from other columns representing their guesses. The most common   
guesses suppress the least common ones until the entire network settles on one 
answer. Surprisingly, a column doesn’t need to send its vote to every other 
column. The voting mechanism works well even if the longrange axons connect to 
a small, ran-domly chosen subset of other columns. Voting also requires a 
learning phase. In our published papers, we described software simulations that 
show how learning occurs and how voting happens quickly and reliably. (Hawkins, 
2021, p. 104)

With this proposal, Hawkins (2021) solves another mystery of the human brain: how 
our perception of the world seems to be stable when our brain is constantly changing 
in the face of incoming information (Tehovnik & Slocum, 2004). As low as the number 
of active neurons is extremely low (about 2 % only), they are responsible for unders-
tanding the world and maintaining stability in our brain. But no matter how small your 
attention is directed to an object, event, or person, the neocortex never stops creating 
learning models, and it is these learning patterns that are ephemeral and long-lived.

Hawkins’ theory seems to be correct and, as much as it is not, it is testable and 
verifiable (and this is important). Notice that when we deal with the brain and intelli-
gence in its neurobiological terms there is a substantial differentiation from the Neural 
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Network of the previous chapter. Even in a skeptical view, it seems that the computa-
tional approach is even utopian and fictitious.

The intelligence assumptions developed by Hawkins are tied to frames that are 
grasped in a much more complex way than artificial neural networks. Thus, if his 
theory is correct, I suggest that the future of artificial intelligence will be substantially 
different from what we have seen before, and what most computer scientists predict. 
The stance is skeptical, but with a view based on the science developed so far. And it 
is for this reason that we must analyze whether an AI is intelligent. 

3.  Why is there no Artificial Intelligence (yet)? The Problem of knowledge Representation

We can see that the biggest reason why artificial intelligence is not intelligent is that it can 
only do one or a few things, while humans can do several. In this way, artificial intelligence 
systems are inflexible. Any human being can learn through new experiences: even  
if it is a hard task and we are good at some and not at others, the possibility exists. 
Farming, programming, piloting, driving, composing, creating, and manufacturing 
are just some of the hundreds of thousands of skills that we can develop during our 
lifetime. Systems that operate in ML do not have this flexibility.  An AI can beat the best 
chess player in the world, but it doesn’t know how to do anything else but play chess.

Computer science seeks to develop machines that are equal to human intelligence 
and consequently learn new tasks, assimilate them with other activities, and are flexi- 
ble enough to solve new problems. This is where AGI comes in. For Hawkins, however, the  
path taken so far does not lead us to AGI, because the ML system does not put us in 
a suitable place to create truly intelligent machines. For the author, we cannot achieve  
AGI by doing little more than we already are. We would need a different approach. 

It is not enough to follow the path that machines should outperform humans in 
specific tasks (although they can). I must focus on the learning flexibility of AI so that 
it performs better than humans and achieves a result of being able to perform and 
learn as many things as possible just like humans.  This learning and development of 
everyday knowledge are easy for us humans. But when viewed from a programming 
perspective, the scientists responsible for developing AI have not yet figured out how to 
do this with a computer. No matter how much neural networks exist, and the construc-
tion of software structured in schemas and frameworks intended for the organization  
of the knowledge learned so far, the result is still very uncertain, unintentional,  
and often unexpected. The world has a complexity that cannot be summarized  
in an algorithm. The amount of things that a child can know and learn seems to  
be impossible to verify and reduce in AI programming. This is the problem of knowled-
ge representation in an AI (Markman, 2013).

What is a knowledge representation? We argue that the notion can best be un-
derstood in terms of five distinct roles that it plays, each crucial to the task at hand: 
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First, a knowledge representation is most fundamentally a surrogate, a substitu-
te for the thing itself, that is used to enable an entity to determine consequences 
by thinking rather than acting, that is, by reasoning about the world rather than 
taking action in it. Second, it is a set of ontological commitments, that is, an an-
swer to the question, In what terms should I think about the world? Third, it is a 
fragmentary theory of intelligent reasoning expressed in terms of three compo-
nents: (1) the representation’s fundamental conception of intelligent reasoning, (2)  
the set of inferences that the representation sanctions, and (3) the set of inferences that  
it recommends. Fourth, it is a medium for pragmatically efficient computation, 
that is, the computational environment in which thinking is accomplished. One 
contribution to this pragmatic efficiency is supplied by the guidance that a 
representation provides for organizing information to facilitate making the recom-
mended inferences. Fifth, it is a medium of human expression, that is, a language 
in which we say things about the world” (Davis et al., 1993, p. 17).

Hawkins points out that knowledge representation is not only one of the problems 
of AI but the only problem. As advanced as neural networks are, they are still insuffi-
cient to develop knowledge. Even though scientists try to train them on a base and  
a database, programming by DL is not sufficient to shape knowledge just as a  
child develops when learning new skills. There is only a representation and copying  
of considerable statistics coming from the countless data into its software.

In this sense, Hawkins sees that the only way to develop an AI would be initially 
understanding how the brain works since it is the only thing, we know that is intelligent. 
However, for the author, we are still far from programming AIs close to the brain’s 
functioning, because it is not enough just to understand how the brain works, although 
this is only the first step towards creating an AI.

Hawkins uses an analogy to demonstrate how the Thousand Brain Theory solves 
the problem of knowledge representation:

The Thousand Brains Theory solves the problem of knowledge representa-
tion. Here is an analogy to help you understand how. Let’s say I want to represent 
knowledge about a common object, a stapler. Early AI researchers would try to do 
this by listing the names of the different parts of the stapler and then describing 
what each part does. They might write a rule about staplers that says, “When the 
top of the stapler is pressed down, a staple comes out of one end.” Words such 
as “top,” “end,” and “staple” had to be defined to understand this statement, as 
did the meaning of the different actions such as “pressed down” and “comes out.” 
And this rule is insufficient on its own. It doesn’t say which way the  
staple faces when it comes out, what happens next, or what you should do 
if the staple gets stuck. So, the researchers would write additional rules.    
This method of represen-ting knowledge led to a never-ending list of 
definitions and rules. AI researchers didn’t see how to make it work. Critics 
argued that even if all the rules could be specified, the computer still wouldn’t 
“know” what a stapler is.

The brain takes a completely different approach to storing knowledge about 
a stapler: it learns a model. The model is the embodiment of knowledge. Imagine 
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for a moment that there is a tiny stapler in your head. It is exactly like a real stapler 
—it has the same shape and the same parts to move in the same way— it’s just 
smaller. The tiny model represents everything you know about staplers without ne-
eding to put a label on any of the parts. If you want to recall what happens when 
the top of a stapler is pressed down, you press down on the miniature model and 
see what happens. (Hawkins, 2021, pp. 122-123)

In an objective sense, knowledge is a model structured in cortical columns. For 
an AI to be intelligent and to reach the level of AGI, its constructions must perform  
just as the human brain does: using referential models, as if they were maps, to understand  
the world just as it happens in the neocortex. Without this assumption, Hawkins does 
not see a possibility of creating a real intelligent AI. 

I must agree with Hawkins. No matter how universal neural networks are presented 
(as proposed by Gharbi, Elsharkawy & Karkoub, 1999; Qiu et al., 2020; Sun & Erte-
kin, 2015), we must recognize their limitations and verify that they cannot multitask 
like a human being. While a child can interact, run and talk, as well as an adult can 
possess the ability to drive a car and fire a perfectly good shotgun, an artificial intelli-
gence founded on a neural network does not even come close to this complexity. An 
AI is necessarily trained to outperform humans in a single task, but the point of AGI 
is to have a machine equivalent to humans in all or most tasks.  Thus, for an agent to 
be considered intelligent it must have a brain-based model, as this is the only thing  
we have known as intelligent so far. 

Hawkins presents four attributes to verify that an AGI could be considered in-
telligent. The first is continuous learning. Since we are learning during life, there is 
no way to expect less from an AI. The world changes constantly and there is a need  
to assimilate this change with our life claims to reflect in the claimed results. Most AI 
systems today do not exhibit this quality. They are trained on a database and when 
their training is complete, they are untrained and removed from that place. Thus, the-
re is no such flexibility criterion.

Even if we are talking about supervised or unsupervised AI activities, as well as 
AI developed in multilingual ML systems, the results are inflexible compared to that 
of the brain. When a neuron learns a new world pattern, new shapes and synapses 
appear inside it. These synapses do not affect the previously learned. Thus, learning 
something new does not force the subject to modify or forget something previously 
learned. Artificial neural networks today do not yet possess this ability.

Moreover, since intelligence requires learning by modeling the world, we cannot 
view it as if it were something singular. As we move and move, intelligence and knowled-
ge are created and developed. For Hawkins, movement is indispensable in the task 
of learning. Human beings cannot learn new models of objects without contacting 
and interacting with them. These movements don’t need to be physical; it is enough 
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for the brain to understand a change in the environment and in the inserted informa-
tion (such as concepts) for effective learning to occur. From these referential models 
established through behavior and nerve synapses, prediction can happen, and inte-
lligence will be taken as the expected result.

From the set of several models, which represents the third attribute of Hawkins, the 
neocortex will distribute the intelligence in several of them to create certain flexibility  
in the access to information. And it will be through the reference frames (fourth 
attribute) that the knowledge generated by the previous processes will be stored.

In the brain, knowledge is stored in reference frames. Reference frames are 
also used to make predictions, create plans, and perform movements. Thinking 
occurs as the brain activates one location at a time in a reference frame and the 
associated piece of knowledge is retrieved. 

Why is it important? To be intelligent, a machine needs to learn a model of 
the world. That model must include the shape of objects, how they change as we 
interact with them, and where they are relative to each other. Reference frames  
are needed to represent this kind of information; they are the backbone of knowledge.

How does the brain do it? Each cortical column establishes its own set of re-
ference frames. We have proposed that cortical columns create reference frames 
using cells that are equivalent to grid cells and place cells. (Hawkins, 2021, p. 129)

Currently, ML systems have nothing on par with the brain referencing system pro-
posed by Hawkins. An AI may not be able to differentiate between a moon and a 
yellow traffic light (Atkinson, 2021). This is because it does not know what a moon is 
and what a traffic light is. Because AI cannot understand these frames of reference, 
including this, is the criticism of Hinton, the scientist responsible for their develop-
ment in the 1980s (Hinton, 1981; Zemel, Mozer & Hinton, 1989), they cannot learn the 
world as a structure. 

Thus, it does not seem correct, in the terms of neuroscience (responsible for the stu-
dy of brain activities), to measure the intelligence of a machine by the results obtained in  
a singular task. Intelligence, according to Hawkins, which I agree with, is determined 
by how we grasp and store knowledge about the world. We are intelligent not becau-
se we can do one thing particularly well, but because we can learn to do anything.

3.1 Consciousness and Artificial Intelligence

Another aspect that Hawkins’ theory elucidates and clarifies is the relationship bet-
ween consciousness, machines, and human beings. Although this is an avoided theme 
in neuroscience because of its abstraction and because we don’t know what cons-
ciousness means, Hawkins still manages to physically explain its aspects. 
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Consciousness is a process and action (awareness) that can be seen as 
follows. Hawkins suggests imagining if we could reset our brain to the exact moment 
we  woke up this morning. However, before this reset happened, we would normally 
do all the things and activities that we were already programmed to do. Then all 
memories about what we did that day would be erased. Later, after that reset, we 
would believe  that we just woke up. If someone said that we had a snack, 
breakfast, worked or any other task we would deny it vehemently. Of course, we 
were conscious while doing these activities. Only the memories were deleted to 
induce us that we were not. Howe-ver, this demonstrates your sense of 
consciousness as action (awareness), which many people would call being conscious 
and requires the moment-by-moment formation of memories about our actions.

Consciousness also requires that we form moment-to-moment memories 
of our thoughts. Recall that thinking is just a sequential activation of neurons   
in the brain. We can remember a sequence of thoughts just as we can remember   
the sequence of notes in a melody. If we didn’t remember our thoughts,     
we  would be unaware of why we were doing anything. For example, we have             
all experienced going to a room in our house to do something but, upon 
entering the room, forgetting what we went there for. When this happens, we 
often ask ourselves, “Where was I just before I got here and what was I 
thinking?” We try to recall the memory of our recent thoughts so we know why 
we are now standing in the kit-chen. (Hawkins, 2021, p. 133)

For Hawkins, to feel conscious (awareness) is to feel present, to feel that we are 
an agent acting in the world, and this is the heart and the main idea of what it 
means to be conscious. If an artificial intelligence could contemplate models of 
the  world equivalent to the states of the nervous synapses of neurons in brains, 
and it could  remember states and events through memorization, it could be 
considered conscious, in a way.  But this is a step that has not been taken so far. 
Thus, nothing that we call AI today is intelligent.

No machine has the flexibility and ability to shape itself according to its expe-
riences in the world. However, there is no denying its ability to be built in the near or 
distant future. One of the main obstacles is precisely understanding what intelligen-
ce is, which ends up being left aside by computer scientists. 

But we must consider that intelligent machines if properly made, will not be equal to 
human beings. Intelligence is the ability of the system to learn a model of the world. 
However, our brain is not only made up of the neocortex but also of the brainstem 
responsible for emotions and other more primitive behaviors.  When truly intelligent 
machines are created, they should follow the unique arrangements of the neocortex, 
ignoring the emotional part by choice: since we can choose which parts go in and  which 
parts don’t, emotion will possibly be left out due to its complexity. Thus, an AI, des-pite 
needing the flexibility of human behavior and understanding different models of          
the world, they do not need the basic instincts of survival or procreation, for example. 
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The components that Hawkins assumes for the elaboration of an AI, therefore, are 
the following: embodiment; old brain parts; and the neocortex. Since there is a need 
for interaction and contact with the world through sensors, embodiment becomes 
necessary precisely to develop the sense of a world in an AI.  However, most ML net-
work does not have an embodiment. There are no sensors attached to the world that 
can capture inputs and transmit them to the reference frames to develop the world 
model of AI. Without this embodiment, what can be grasped is limited. 

Furthermore, Hawkins assumes the existence of a system equivalent to the  
brainstem. The purpose would not be to replicate emotions but to move the AI’s body. 
The neocortex does not directly control the movements. It needs a command from the  
brainstem to act. The same should happen in an AI. The author questions whether 
it should be this way or whether we could build intelligent machines that where the  
system equivalent to the neocortex and would directly control the movements. Haw-
kins does not believe that because the neocortex needs to be connected to something 
that already has sensors and already has behaviors. In other words, it is not meant 
to create new behaviors, but to learn how to connect them in new and useful ways.

Hawkins also posits that an AI must possess goals and motivations. Human beings 
have complex goals and wills. Some are tied to our genes, such as sexual desires, food, 
and shelter. But it is important to remember that the neocortex itself does not create 
these goals, motivations, or emotions. It is only actively involved in how these moti-
vations and life goals influence behavior, but it does not lead and determine it. The 
brainstem is responsible for this task. 

And indeed, there is a sense in your statement. Since we are talking about beings 
that are remarkably intelligent for their respective activities in the social order, to de-
velop machines without any objective or pretension and implement them would be to 
echo an electronic void without any correspondence. I cannot visualize any sense in an 
intelligent being that does not act on its own with the means to pursue and build itself. 

Finally, for Hawkins AI must have something equivalent to the neocortex. This is 
the third assumption that a machine must have because it is considered the storage 
place of intelligence. But learning should not be equated with copying. As every hu-
man being is a blank sheet of paper and the world conceptions are built throughout 
his life through reference frames, the same should happen with an AI. It is not enough 
that it is inserted into a platform to replicate data and knowledge previously acquired.

Conclusions

We can see computer science’s proposals as a utopian choice, and somehow do not 
match with neuroscience. We must be skeptical, although nothing prevents someone 
from being anxious about what may come, about the world we currently live in. No 
human being is endowed with all knowledge. This premise is not reduced by insufficient 
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intelligence, but because no person can be everything and do everything. Some 
limitations affect human beings, and the same must be true of machines.

In this way, I can make some final considerations. First, Intelligence in its neuros-
cientific meaning is the modular capacity to learn from the world because learning 
occurs in the neocortex through the association between neurons, cortical columns, 
and reference frames. Second, an AI must have the same capabilities as a brain to be 
called intelligent. Third, the above proposition seems intelligible because the brain is 
the only reference to what we understand as intelligent. In the current scenario, ma-
chines cannot be classified as intelligent because of the gap between neuroscience 
knowledge and ML development.

I emphasize that the propositions are only final considerations that can serve as 
a basis for further studies. The purpose of this work was not to bring indisputable pa-
rameters but to bring new discursive possibilities about the concept of AI.
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