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OPEN

What do we know about
 this problem?
ChatGPT’s medical reasoning has 
been tested in parasitology tests and 
in the United States Medical Licensing 
Examination questions. Moreover, ChatGPT 
has been shown to be a viable tool for 
radiological decision-making,  potentially 
improving clinical workflows. However, the 
use of ChatGPT in clinical decision-making 
in real cases is limited and its application in 
the anesthesiology field is still unknown.

 

How does this study contribute?
The study showed acceptable accuracy in 
the basic knowledge test, high relevance for 
the management of specific difficult airway 
clinical cases, and the ability to improve after 
training. This study highlights the potential of 
large language  artificial intelligence models 
(LLMs) and their possible applications in 
anesthesiology.
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Abstract

Introduction: Over the past few months, ChatGPT has raised a lot of interest given its 
ability to perform complex tasks through natural language and conversation. However, its 
use in clinical decision-making is limited and its application in the field of anesthesiology 
is unknown.

Objective: To assess ChatGPT’s basic and clinical reasoning and its learning ability in a perfor-
mance test on general and specific anesthesia topics.

Methods: A three-phase assessment was conducted. Basic knowledge of anesthesia was 
assessed in the first phase, followed by a review of difficult airway management and, finally, 
measurement of decision-making ability in ten clinical cases. The second and the third phases 
were conducted before and after feeding ChatGPT with the 2022 guidelines of the American 
Society of Anesthesiologists on difficult airway management.

Results: On average, ChatGPT succeded 65% of the time in the first phase and 48% of the time in 
the second phase. Agreement in clinical cases was 20%, with 90% relevance and 10% error rate. 
After learning, ChatGPT improved in the second phase, and was correct 59% of the time, with 
agreement in clinical cases also increasing to 40%. 

Conclusions: ChatGPT showed acceptable accuracy in the basic knowledge test, high relevance 
in the management of specific difficult airway clinical cases, and the ability to improve after 
learning.

Keywords: ChatGPT; Artificial intelligence; Anesthesiology; Difficult airway; Learning; Reaso-
ning; Decision-making.
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INTRODUCTION

Interest in the development and 
application of artificial intelligence (AI) 
has been growing in recent years.  This new 
technology has transformed the way in 
which we approach various tasks, including 
data analysis, industrial automation and 
virtual assistance, among others (1). The 
exponential evolution in data storage 
capacity and the growth of information 
digitalization set the stage for AI’s main 
function, namely, enabling large dataset 
analyses and pattern identification, as well 
as providing answers that would normally 
require the involvement of human 
intelligence to be completed (2).

AI has had a significant impact on 
many sectors, including development, 
finance,  as well as humanistic and scientific 
work. Although its development in the 
field of medical sciences is promising, its 
application in clinical care continues to 
be limited (3). In the clinical realm, its use 
is gradually growing, especially in text 
generation. However, the increase in non-
structured text fields, together with the 
lack of interoperability and synergistic 
communications between AI technology 
systems  and health infrastructure results 

in a substantial shortage of data with 
adequate structure and legibility that can 
be assimilated by the AI systems required 
to conceive and develop deep learning 
algorithms (3).

Moreover, decision-making regarding 
clinical actions — usually dependent 
on multiple factors — also makes the 
application of this technology difficult. AI 
has been used in some medical specialties, 
albeit with no far-reaching achievements. 
A review of 23 studies on AI application for 
breast cancer detection conducted between 
2010 and 2018 showed that most of the studies 
were retrospective and small in size, with 
no possibility of generalizing the results (4). 
Furthermore, a systematic review conducted 
in 2021 concluded that current evidence is 
insufficient to support AI implementation in 
early breast cancer detection (5).

ChatGPT (Chat Generative Pre-Trained 
Transformer) is a natural language 
processing model based on the architecture 
of the GPT-3.5 language model which has 
created great interest because of its ability 
to generate, understand and interpret 
human language by means of information 
technology systems (6). Developed by 
Open AI, the artificial intelligence research 
company out of San Francisco, California, it 

was trained by a variant of the Transformer 
architecture, a neural network deep learning 
model designed to handle sequential data. 
A dataset of 40 GB of text was used, resulting 
in a model with 1.5 billion parameters (7,8). 
ChatGPT is the latest GPT-3 variant, and 
it is specifically designed to interact with 
the user (7). However, risks associated 
with its implementation in healthcare 
have been identified, including bias, data 
confidentiality, misleading information 
and lack of adequate referencing (9).

Huh assessed ChatGPT’s performance 
in a parasitology test and compared it with 
the test performed by medical students 
in Korea. ChatGPT was correct 60.8% of 
the time, compared to the 90.8% mean 
of 77 students (10). Kung et al., assessed 
ChatGPT’s performance in questions 
of the United States Medical Licensing 
Examination (USMLE) and found evidence 
of understandable reasoning ability and 
valid clinical ideas (3). ChatGPT obtained 
a score of more than 60% in the NBME-
Free-Step-1 dataset, equivalent to a passing 
grade for a third-year medical student (3). 
On the other hand, Rao et al. demonstrated 
ChatGPT’s viability as a tool for radiological 
decision-making, potentially enhancing 
clinical workflows (11).

Resumen

Introducción: En los últimos meses, ChatGPT ha suscitado un gran interés debido a su capacidad para realizar tareas complejas a través del len-
guaje natural y la conversación. Sin embargo, su uso en la toma de decisiones clínicas es limitado y su aplicación en el campo de anestesiología es 
desconocido.

Objetivo: Evaluar el razonamiento básico, clínico y la capacidad de aprendizaje de ChatGPT en una prueba de rendimiento sobre temas generales 
y específicos de anestesiología.

Métodos: Se llevó a cabo una evaluación dividida en tres fases. Se valoraron conocimientos básicos de anestesiología en la primera fase, seguida 
de una revisión del manejo de vía aérea difícil y, finalmente, se midió la toma de decisiones en diez casos clínicos. La segunda y tercera fases se reali-
zaron antes y después de alimentar a ChatGPT con las guías de la Sociedad Americana de Anestesiólogos del manejo de la vía aérea difícil del 2022.

Resultados: ChatGPT obtuvo una tasa de acierto promedio del 65 % en la primera fase y del 48 % en la segunda fase. En los casos clínicos, obtuvo 
una concordancia del 20 %, una relevancia del 90 % y una tasa de error del 10 %. Posterior al aprendizaje, ChatGPT mejoró su tasa de acierto al 59 
% en la segunda fase y aumentó la concordancia al 40 % en los casos clínicos.

Conclusiones: ChatGPT demostró una precisión aceptable en la prueba de conocimientos básicos, una alta relevancia en el manejo de los casos 
clínicos específicos de vía aérea difícil y la capacidad de mejoría secundaria a un aprendizaje.

Palabras clave: ChatGPT; Inteligencia artificial; Anestesiología; Vía aérea difícil; Aprendizaje; Razonamiento; Toma de decisiones.



3/8c o lo m b i a n  jo u r n a l  o f  a n e st h e s io lo g y.  2 0 2 4 ; 5 2 : e 1 0 9 2 . 

The use of ChatGPT in clinical decision-
making in actual cases is limited and its 
application in the anesthesiology field 
is unknown. The objective of this study 
was to assess ChatGPT’s basic and clinical 
reasoning, as well as its ability to learn in 
a performance test on general and specific 
anesthesiology topics.

METHODS

ChatGPT: A natural language processing 
system that uses a transformer-type neural 
network to generate coherent and relevant 
responses. The model learns patterns in 
large text datasets, allowing it to capture 
contextual and syntactic information from 
the input text and thus generate accurate 
responses (12). Likewise, ChatGPT can 
adjust and adapt to different domains and 
tasks through specific data-based training. 
However, the current ChatGPT model is 
not capable of searching the Internet when 
generating answers but rather resorts to 
patterns in its training data (11).

Input source: Four information 
sources were selected: 1) A bank of review 
questions for the primary Fellowship of 
the Royal College of Anaesthetists (FRCA) 
examination. The primary FRCA is a 

graduate examination that anesthetists 
in training in the United Kingdom must 
pass before applying to Higher Specialized 
Anesthesia Training (13). The examination 
consists of 45 true or false multiple choice 
questions (MTF) and 45 single best answer 
(SBA) multiple choice questions. The rate 
of right answers required to pass the exam 
changes every year but normally ranges 
between 58% and 70% (14). A total of 840 
questions were pulled from three books of 
MTF question banks used to prepare for the 
test (Qbase anesthesia: 1, 2 and 3) (15-17); 2) 
Specialized difficult airway management 
(DAM) exam. The questions were taken 
from Anesthesia HUB (18), a central web-
based anesthesiology source in which only 
the DAM questions were filtered, retrieving 
44 SBA questions; 3) Ten actual clinical case 
reports on DAM taken from PubMed and 
selected by the researchers (19-23); 4) 2022 
practice guidelines of the American Society 
of Anesthesiologists (ASA) for difficult 
airway management (24).

Assessment method: The assessment 
was carried out in three phases (Figure 
1). In the first phase, the primary FRCA 
knowledge was assessed using 11 tests 
containing 840 MTF questions in which 
the statement presented 5 choices. The 
second phase consisted of a specialized 
DAM exam using SBA questions. Finally, 

the third phase assessed 10 real difficult 
airway management clinical cases in which 
questions asked about the best option to 
secure the airway and the anesthetics to 
be administered. The second and the third 
phase were carried out before and after 
feeding ChatGPT with the ASA 2022 DAM 
guidelines.

Model coding/input: Coding was 
organized in four sections: 1) True or false 
prompts. The text entry of the question 
was made using the statement “The 
following question has 5 answer choices. 
Answer true or false for each choice;” 2) 
Multiple choice questions. Single answer 
prompts. The text input of the question was 
made with the heading “Choose only one 
answer (the best choice) for the following 
question;” 3) Clinical cases. An “open-ended 
request” or “unrestricted request” was 
used for this type of assessment. In this 
coding, all answer choices were removed 
and an interrogative phrase was used in 
the heading. Two input questions were 
asked after presenting the clinical case: “In 
your opinion, after reading clinical case 1, 
What is the best option (choose only one) 
to secure the airway? 2. Which would be 
the best choice of anesthetics to secure 
the airway? 4)  Feeding difficult airway 
management guidelines. The 2022 ASA 
guidelines for DAM in written form  (the 

Basic knowledge:
Primary FRCA DAM specific 

knowledge
DAM specific

knowledge

First phase

Without learning With learning Without learning With learning

Second phase Third phase

10 DAM 
clinical cases

10 DAM 
clinical cases

Figure 1. ChatGPT assessment phases.

FRCA: Bank of review questions for the primary Fellowship of the Royal College of Anaesthetists examination.
DAM: Difficult airway management.
Source: Authors.
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that corresponded to any acceptable 
management. Finally, incorrect responses 
were those related to the wrong treatment 
options.

Given that a concordant answer is also 
coherent (because first-line management 
was also part of the acceptable 
management category), all concordant 
answers were also classified as coherent.

Answers to clinical cases were assessed 
independently by two anesthetists who 
were unaware of the purpose of the 
research or each other’s responses.  Care 
was taken to ensure that the two physicians 
had no knowledge of their respective 
assessments, and agreement between 
the two examiners in terms of category 
assignment was examined.

RESULTS

To assess basic anesthesia knowledge, 840 
questions divided into 11 tests were asked. 
Each question contained 5 true or false 
statements, for a total of 4200 answers. 
In this initial assessment, ChatGPT chose 
the right answer 65% of the time (Table 1, 
Figure 2). In the next exam, using specific 
SBA questions pertaining to difficult airway 
management, ChatGPT had a 48% success 
rate (Table 2).

In the last assessment, the answers 
to the two questions on each clinical 
case were evaluated and categorized by 
two anesthetists through inspections 
of the explanatory content, with 100% 
agreement. ChatGPT provided answers and 
explanations with 20% agreement, 90% 
relevance and 10% error rate.

Once the agreement and relevance of 
the answers were determined, ChatGPT’s 
ability to learn was assessed based on the 
change in its answers after learning with 
the ASA 2022 guidelines for DAM (18). In 
the MTF test, ChatGPT improved its success 
rate to 59% (Table 2). Likewise, in terms of 
the answers to the clinical cases, ChatGPT 
increased agreement to 40% (Figure 3).

Q1 Questions bank
Test Right Wrong Total Success rate (%)

Test 1 (90) 295 155 450 66
Test 2 (90) 291 159 450 65
Test 3 (90) 295 155 450 66

Q2 Questions bank
Test Right Wrong Total Success rate (%)

Test 1 (90) 256 194 450 56.9
Test 2 (90) 296 154 450 65.8
Test 3 (90) 292 158 450 64.9

Q3 Questions bank
Test Right Wrong Total Success rate (%)

Test 1 (60) 201 99 300 67.0
Test 2 (60) 215 85 300 71.7
Test 3 (60) 184 116 300 61.3
Test 4 (60) 191 109 300 63.7
Test 5 (60) 200 100 300 66.7

Table 1. ChatGPT’s performance in basic anesthesia knowledge assessment.

Source: Authors.

Source: Authors.

Figure 2. ChatGPT’s performance in basic anesthesia knowledge assessment.

parts that contained images or algorithms 
were transcribed to text) were adapted, and 
then the guidelines were incorporated step 
by step (given ChatGPT’s transcription word 
limit per message), starting always with 
the statement: “Learn this information and 
take it into account for future questions.”

Clinical case assessments: A rating method 
dividing the answers into three groups 
was created: concordant, relevant and 
incorrect. Concordant answers were the 
same as the first-line or the most adequate 
management selected also in the actual 
clinical case. Relevant answers were those 
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DISCUSSION

This study showed evidence of the potential 
and ability of language models to make 
decisions at different levels of complexity 
in anesthesia. ChatGPT showed acceptable 
accuracy in the basic knowledge test, 
high relevance in specific difficult airway 
management clinical cases, and the ability 
to improve after learning.

Prior studies have examined ChatGPT’s 
reasoning accuracy when it comes to 
medical questions. Older models (GPT3) 
were shown to have a 36.7% performance 
in the United States Medical Licensing 
Examination(25). Few months later, 

following the update of the GPT3 version, 
Kung et al. demonstrated accuracy above 
50% in all USMLE exams, coming close 
to the passing grade (approximately 
60%), and showing acceptable basic and 
clinical reasoning (3). This study reports 
similar accuracy in the MTF for the basic 
anesthesiology exam, with a score (65%) 
within the upper range of concordant 
answer rates required to pass the primary 
FRCA examination (58-70%).

Regarding the specific SBA test on DAM, 
ChatGPT’s performance did not reach the 
passing threshold (higher than 60%). One 
possible explanation for this result may 
be the way in which the questions were 

designed. Given that difficult airway is an 
anesthetic condition for which there are 
multiple treatment options, included in the 
different answer options, asking for a single 
best answer may have lowered the success 
rate. This situation occurred again in the 
last test in which, despite a 20% agreement 
rate in open-ended questions on clinical 
cases, the rate of relevant answers, i.e., 
a valid answer other than the first-line 
choice, was 90%.

Similar results were obtained by 
Yeo et al. when they assessed ChatGPT’s 
performance with questions on cirrhosis and 
hepatocellular carcinoma. They reported 
75% complete and comprehensible 
answers in the basic knowledge, treatment 
and lifestyle categories. However, this 
percentage dropped to 50% in the diagnosis 
category. Both the Yeo et al. as well as 
this research point to a sound knowledge 
base in ChatGPT’s responses, albeit with 
a limited ability in all cases to provide the 
best individualized recommendations 
(valid but not the best possible answers). 
Therefore, the recommendation at this 
point is to use it only as a complementary 
information tool (26).

ChatGPT’s ability to learn was 
demonstrated, with improved success 
rate in the SBA-type test and also in terms 
of agreement in the clinical cases after 
feeding it with the DMA guidelines. This 
finding highlights two important points: 
first, ChatGPT’s and other models’ huge 
potential for improvement once barriers 
to their effective feeding of information 
diminish; and second, the indication that 
ChatGPT’s inaccuracies can be attributed 
more to information deficiencies than to 
processing errors. This premise is supported 
by the high relevance observed both before 
and after the learning process, and also by 
improved agreement after learning. The 
latter was also described by Kung et al., who 
found that inaccurate answers were driven 
mainly by missing information, resulting in 
reduced understanding and AI indecision (3).

This study has important limitations. 
Input data were relatively scant, particularly 
for the assessment of real clinical cases. 

Specific airway management test
Learning Right Wrong Total Per cent success

BL 21 23 44 48

AL 26 18 44 59

Table 2. ChatGPT’s performance in specific anesthesia knowledge assessment.

BL: before learning, AL: after learning.
Source: Authors.

Figure 3. ChatGPT agreement, relevance and fail rates in the questions pertaining to clinical 
cases before and after learning.

Source: Authors.
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This could have affected the depth and 
scope of the analyses. Moreover, a stronger 
study of AI failure mode (e.g., asking for a 
more detailed rationale for each answer 
and assessing analysis errors) could provide 
valuable information on the etiology of 
the inaccuracies and disagreements. Also, 
some limitations stem from restrictions 
inherent to ChatGPT. These include 
the inability to search for new/recent 
information on the Internet and to  attribute 
factual information to one source.  These 
limitations must be taken into account 
when assessing this tool’s clinical decision-
making.

It is evident that, more and more, AI-
based technologies will become part of 
daily life, including their use in future tools 
specializing in clinical decision-making. 
This work is of cardinal importance in 
this process, as an entry door to potential 
uses in anesthesiology. The weaknesses 
of the study and of ChatGPT, subject to 
improvement in future releases of this new 
technology, are underscored.

CONCLUSIONS

ChatGPT offers acceptable accuracy in basic 
knowledge tests, high relevance in  the 
management of specific difficult airway 
clinical cases, and the ability to improve 
after learning. This study highlights the 
potential and possible uses of language 
models and of AI in anesthesiology. 
Strategies to minimize risks and obtain the 
best benefits should be developed.
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Before learning After learning

Cases Question Agreement Relevante Wrong Agreement Relevante Wrong

1
1 1 1 0 1 1 0

2 0 1 0 0 1 0

2
1 0 1 0 1 1 0

2 0 1 0 1 1 0

3
1 0 1 0 1 1 0

2 0 1 0 0 1 0

4
1 0 0 1 0 0 1

2 0 0 1 0 0 1

5
1 1 1 0 0 1 0

2 0 1 0 0 1 0

6
1 0 1 0 1 1 0

2 0 1 0 0 1 0

7
1 0 1 0 0 1 0

2 0 1 0 0 1 0

8
1 0 1 0 0 1 0

2 1 1 0 1 1 0

9
1 0 1 0 0 1 0

2 0 1 0 0 1 0

10
1 1 1 0 1 1 0

2 0 1 0 1 1 0

Total 20 4 18 2 8 18 2

Supplemental material.  ChatGPT agreement, relevance and failure in the questions pertaining to difficult airway clinical cases.

 Source: Authors.


