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Abstract

Background: Dystocia in cattle results in adverse consequences (increased calf morbidity and mortality, 
decreased fertility, and milk production, lower cow survival and reduced welfare) leading to considerable 
economic losses. Objective: To classify calvings in dairy cattle according to their diffi  culty using selected 
data mining methods [classifi cation and regression trees (CART), chi-square automatic interaction detection 
trees (CHAID) and quick, unbiased, effi  cient, statistical trees (QUEST)], and to identify the most signifi cant 
factors aff ecting calving diffi  culty. The results of data mining methods were compared with those of a more 
traditional generalized linear model (GLM). Methods: A total of 1,342 calving records of Polish Holstein-
Friesian black-and-white heifers from four farms were used. Calving diffi  culty was divided into three categories 
(easy, moderate and diffi  cult). Results: The percentages of calvings correctly classifi ed by CART, CHAID, 
QUEST, and GLM were as follows: 35.14, 18.92, 19.82, and 43.24% (easy), 68.70, 73.91, 81.74, and 41.74% 
(moderate), and 77.27, 85.45, 73.64, and 81.82% (diffi  cult), respectively. The most important factors aff ecting 
calving diffi  culty were bull’s rank (based on the mean calving diffi  culty score of its daughters), calving age, 
farm category (based on its mean milk yield) and calving season. Conclusion: All classifi cation models were 
satisfactory and could predict the class of calving diffi  culty.

Keywords: classifi cation, dairy heifers, decision support systems, dystocia, electronic learning.
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Resumen

Antecedentes: La distocia en el ganado resulta en consecuencias adversas (elevadas morbilidad y mortalidad 
de terneros, reducida fertilidad y producción de leche, menor supervivencia y bienestar de las vacas) que 
conllevan a pérdidas económicas considerables. Objetivo: Clasifi car los partos del ganado lechero en función 
de su grado de difi cultad a través de métodos seleccionados de minería de datos [árboles de clasifi cación y 
de regresión (CART), detección automática de interacción chi-cuadrado (CHAID) y árboles estadísticos no 
sesgados y efi cientes (QUEST)] e identifi car los factores más característicos de difi cultad al parto. Los resultados 
de los métodos de minería de datos se compararon con los del modelo lineal generalizado tradicional (GLM). 
Métodos: Se utilizaron 1.342 registros de parto de novillas de raza polaca Holstein-Friesian blanca y negra de 
cuatro explotaciones lecheras. La difi cultad de parto del ganado se dividió en tres categorías (fácil, moderado 
y difícil). Resultados: El porcentaje de partos correctamente clasifi cados por CART, CHAID, QUEST y GLM 
fue 35,14, 18,92, 19,82 y 43,24% (fácil), 68,70, 73,91, 81,74 y 41,74% (moderado), y 77,27, 85,45, 73,64 
y 81,82% (difícil), respectivamente. Los factores más importantes de difi cultad de parto fueron el rango de 
toro (determinado sobre la base de difi cultad media de los partos de sus hijas), la edad al parto, la categoría 
de las fi ncas (sobre la base del rendimiento medio de leche) y la temporada de parto. Conclusión: Todos los 
modelos de clasifi cación se caracterizaron como satisfactorios y podrían predecir la clase de difi cultad al parto.

Palabras clave: aprendizaje electrónico, clasifi cación, distocia, novillas lecheras, sistemas de soporte 
de decisiones.

Resumo

Antecedentes: A distócia em bovinos resulta em consequências adversas (aumento da morbidade e 
mortalidade dos bezerros, diminuição da fertilidade e da produção de leite, baixa sobrevivência da vaca e redução 
do bem-estar) levando a consideráveis perdas econômicas. Objetivo: Classifi car os partos do gado leiteiro 
segundo o seu grau de difi culdade através dos métodos selecionados de data mining [árvores de classifi cação 
e regressão (CART), detecção automática de interação chi-quadrado (CHAID) e ârvores estatísticas efi cientes 
e rápidas e imparciais (QUEST)] e identifi car os fatores mais importantes para a difi culdade nos partos. Os 
resultados dos métodos de data mining foram comparados com os resultados do modelo lineal generalizado 
(GLM) mais convencional. Métodos: Foram utilizados 1.342 registos de partos de novilhas da raça polaca 
Holstein-Frísia branca e preta de quatro fazendas. A difi culdade em um parto foi dividida em três categorias 
(fácil, média, difícil). Resultados: A percentagem de partos corretamente classifi cados através de CART, 
CHAID, QUEST e GLM foram de 35,14, 18,92, 19,82 e 43,24% (fácil), 68,70, 73,91, 81,74 e 41,74% (média) 
e 77,27, 85,45, 73,64 e 81,82% (difícil), respetivamente. Os fatores mais importantes de difi culdade no parto 
foram a classifi cação do touro (determinada com base na difi culdade média nos partos de suas fi lhas), a idade 
no momento de parto, a categoria de exploração leiteira (com base no rendimento médio de leite) e a temporada 
de parto. Conclusão: Todos os modelos de classifi cação destacaram-se por sua qualidade satisfatória e foram 
capazes de prever a categoria de difi culdade de um parto.

Palavras chave: aprendizagem electrónica, classifi cação, distócia, novilhas leiteiras, sistemas de apoio 
à decisão.

Introduction

Dystocia in cattle results in many adverse 
consequences for the dam and its off spring (Azizzadeh 
et al., 2012; Barrier et al., 2012). These include 
increased calf morbidity and mortality, decreased 
fertility and milk production, low cow survival and 
reduced welfare (Mee et al., 2011). There are also 
many direct and indirect factors aff ecting the incidence 
of dystocia in cattle. The fi rst group comprises feto-

pelvic disproportion, fetal malposition, vulvar or 
cervical stenosis, and uterine torsion, whereas the 
second group includes dam’s age at calving, gestation 
length, parity, body weight, and condition at service 
and calving, calf sex, sire, breed and strain, feeding, 
and climate, etc. (Mee, 2008). In order to prevent 
the occurrence of dystocia and alleviate its negative 
eff ects, it would be desirable to develop prognostic 
methods capable of indicating animals with potential 
problems at calving, based on the above-mentioned 
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risk factors. One such approach involves the use of 
statistical methods, especially those from the fi eld 
of data mining. There are numerous data mining 
algorithms, some of which have already been applied 
to animal farming (Piwczyński et al., 2013). Decision 
trees, belonging to this group of algorithms, are 
characterized by a relatively easy interpretation and 
implementation. However, each type of algorithm 
has some unique features which make it better or 
worse suited for certain tasks. Thus, it is advisable to 
compare the eff ectiveness of several such methods in 
solving a given problem.

Therefore, the fi rst aim of our study was to classify 
calving diffi  culty in dairy heifers using three diff erent 
types of decision trees [classifi cation and regression 
trees (CART), chi-square automatic interaction 
detection trees (CHAID), and quick, unbiased, 
effi  cient, statistical trees (QUEST)], and to compare 
the results of this classifi cation with those of a more 
traditional statistical method (i.e. a generalized linear 
model; GLM). The second aim was to identify the 
most signifi cant factors aff ecting calving course. 

Materials and methods

Ethical considerations

Since our study involved only the analysis of 
information records routinely collected on a farm by 
the farm management software (sire identifi cation 
number, farm number, calf sex, calving age, 
calving season, and calving diffi  culty score), the 
approval of the Local Ethics Committee on Animal 
Experimentation was not necessary. 

Animals

A total of 1,342 calving records of Polish Holstein-
Friesian black-and-white heifers from four farms 
located in the West Pomeranian Province were used 
for analysis. The records were collected between 2002 
and 2013. The late-gestation heifers were housed 
under similar conditions on all four farms. They were 
moved to calving pens approximately two weeks 
before calving, where they remained until the end of 
the colostrum-feeding period. A single straw-bedded 
pen could accommodate two animals. Heifers were 
fed according to standard requirements. The calves 

were moved to the igloo boxes after being licked by 
their dams, so they did not stay with the heifers after 
calving. Subsequently, the heifers were included in 
the primipara group.

Data acquisition and editing

The original dataset comprised 1,656 calving 
records primarily obtained from the farm 
documentation via a National Milk Recording 
Scheme SYMLEK, but was subsequently reduced 
after editing for erroneous or incomplete data as 
well as outliers. A total of 314 (approximately 
19%) records were removed from the initial dataset 
mainly because of their incompleteness (lack of 
values for the independent variables). Some records 
contained obvious errors, however, their correction 
was impossible and they were also removed from the 
dataset. Moreover, data were checked for the presence 
of outliers using the two-sided Tukey method (i.e. 
records with the values of the independent variables 
exceeding ± 1.5 x interquartile range –IQR– were 
deleted from the dataset). Each calving record 
consisted of the two continuous and three categorical 
predictors: X1 – SIRE - the rank of the heifer’s sire 
(the bull that sired the heifer) determined based on 
the mean calving diffi  culty scores of its daughters 
(expressed as an ordinal variable with a rank of 
1 indicating the sire with the easiest calvings); 
X2 –CALA– heifer’s calving age (in months); 
X3 –FARM– the category of the farm where the 
heifer was kept determined based on the farm average 
milk yield using the k-means clustering method 
(below 10,200 Kg milk –POOR or equal to or above 
10,200 Kg milk –GOOD); X4 –SEX– calf sex (only 
male or female, twins, and triplets were excluded 
from the analysis due to their low frequency of 
occurrence); X5 –CALS– calving season with two 
categories (autumn-winter from October to March 
–AW and spring-summer from April to September 
–SS). The sire’s rank (SIRE) was derived in the 
following way: The daughters of each sire from each 
of the four farms were fi rst identifi ed; then, their 
original calving diffi  culty scores were averaged; next, 
the sires were ordered according to an increasing 
mean calving diffi  culty score and the ranks were 
assigned on this basis (with a rank of 1 indicating 
the sire with the easiest calvings, and a rank of 107 
indicating the sire with the most diffi  cult calving).
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The dependent variable [calving diffi  culty (DIF)] 
was a calving diffi  culty category (easy, moderate, 
and diffi  cult). Originally, calvings were scored by 
experienced animal scientists employed on the farms 
on a fi ve- (before 2006) or six-points (since 2006) 
scale, which was subsequently converted to an ordinal 
one with three levels: easy –an easy, spontaneous 
calving without any help from man; moderate 
–a calving requiring help from man or the use of 
mechanical equipment; diffi  cult –a calving requiring 
much more force than usual or veterinary intervention 
(including cesarean section and embryotomy) leading 
to damage to the dam or the calf. Abortions were 
excluded from the analysis.

The means and standard deviations of continuous 
independent variables are reported in Table 1 and the 
distributions of categorical variables are presented in 
Table 2. The whole data set of calving records (1,342) 
was partitioned into a training set (L) of 1,006 records 
(for preparing the CART, CHAID, QUEST, and GLM 
models) and a test set (T) of 336 records (for their 
verifi cation on new data, not used previously during 
model construction).

Model construction and evaluation

Of the numerous data mining algorithms, decision 
trees are characterized by a relatively fast construction 
process and easy interpretation of a fi nal model (Witten 
et al., 2011). They are based on a “divide-and-conquer” 
approach to the problem of learning from a set of 
independent observations (cases). Individual nodes 
within the tree test particular attributes (predictors 

Table 2. Distributions of categorical variables.

Category Set n %

FARM1

GOOD Training 467 46.42

Test 154 45.83

Total 621 46.27

POOR Training 539 53.58

Test 182 54.17

Total 721 53.73

CALS2

Autumn-winter Training 528 52.49

Test 154 45.83

Total 682 50.82

Spring-summer Training 478 47.51

Test 182 54.17

Total 660 49.18

SEX3

Male Training 476 47.32

Test 159 47.32

Total 635 47.32

Female Training 530 52.68

Test 177 52.68

Total 707 52.68

DIF4 – output variable

Easy Training 328 32.60

Test 111 33.04

Total 439 32.71

Moderate Training 361 35.88

Test 115 34.23

Total 476 35.47

Diffi  cult Training 317 31.51

Test 110 32.74

Total 427 31.82
1Category of the farm where the heifer was kept based on its average milk 
yield (POOR: <10,200 Kg, GOOD: ≥ 10,200 Kg). 2Calving season. 3Calf 
sex. 4Calving diffi  culty.

Table 1. Means and standard deviations of continuous independent 
variables.

Variable Set Mean SD

CALA1 (mo) Training (n = 1,006) 26.15 1.49

Test (n = 336) 26.10 1.55

Total (n = 1,342) 26.14 1.50

SIRE2 (rank) Training (n = 1,006) 56.84 27.40

Test (n = 336) 60.62 27.83

Total (n = 1,342) 57.79 27.55

1Calving age. 2Sire’s rank based on the mean calving diffi  culty scores of its 
daughters (without units). SD: Standard deviation.

or independent variables), whereas terminal nodes 
(called “leaves”) indicate the class to which each 
observation reaching this node belongs (Witten et al., 
2011). In our study, three diff erent types of decision 
trees [classifi cation and regression trees (CART), chi-
square automatic interaction detection (CHAID), and 
quick, unbiased, effi  cient, statistical trees (QUEST)] 
were applied. The CART algorithm builds binary trees 
(with each parent node split into two child nodes) 
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by the iterative checking of all possible values of 
the independent variables (predictors) in order to 
identify the one on which the split in a parent node 
will be based (the so-called splitter) as well as the 
cut-off  point for the split so that the resulting child 
nodes contain the groups of cases as homogeneous as 
possible (Speybroeck, 2011). The process is repeated 
until it is no longer possible to make additional 
splits, but the tree obtained in this way is frequently 
too complex and overfi t to the training data and 
must be reduced in the so-called “pruning” step 
(Moisen, 2008). In the case of CHAID, the splits are 
not limited to binary ones and the chi-square test is 
used to determine the best split at each stage of tree 
growing. Moreover, CHAID stops adding new nodes 
before overfi tting occurs and makes direct use of 
only categorical independent variables so continuous 
(numerical) variables are fi rst discretized into separate 
intervals (Chang, 2007). Finally, QUEST generates 
binary trees by merging classes into two groups before 
splitting and using quadratic discriminant analysis 
to determine the best split. As a result, two potential 
splitting points are obtained, from which the one 
closer to the mean value of the analyzed variable in a 
population of vectors belonging to one of the clusters 
is selected (Loh and Shih, 1997). 

In the development of CART, equal costs of 
misclassifi cation and the Gini index as a measure 
of node impurity were used. The a priori probability of 
class membership was estimated from the training 
sample. The stop criterion was the minimization of 
misclassification error with a minimal node size 
of 134 cases. Moreover, 10-fold cross-validation 
was used to fi nd the best tree structure understood 
as a compromise between the tree complexity and 
its quality. In the construction of the CHAID trees, a 
modifi cation of the standard algorithm was applied (i.e. 
exhaustive CHAID), which conducts a more thorough 
search for the predictor that yields the most signifi cant 
split (i.e. the merging of predictor categories is carried 
out until only two categories remain; Hill and Lewicki, 
2006). When growing the exhaustive CHAID tree, the 
misclassifi cation costs and the minimal tree node size 
were like in the CART analysis, whereas the p-value for 
splitting was equal to 0.05. Moreover, the Bonferroni 
adjustment and the 10-fold cross validation were 
applied to fi nd the best model. The parameters for the 
last analyzed tree algorithm (QUEST) included: The a 

priori probability estimated from the training sample, 
equal costs of misclassification, minimization of 
misclassifi cation error as a stop criterion (minimal 
leaf size equal to 5, standard error rule equal to 1.0), 
the 10-fold cross-validation, and the p-value for split 
variable selection equal to 0.05.

Finally, the GLM model with an ordinal 
multinomial distribution for the dependent variable 
(calving diffi  culty score) and a logit link function was 
applied according to the following formula:

Log it [P (Yi ≤ j)] = θj + xi β,

Where: 

Yi = is the ith observation of the dependent variable 
(calving diffi  culty score).

j = is the calving category (easy, moderate, or 
diffi  cult).

θj = is the intercept for the jth category.

xi = is a vector of explanatory variables for the ith 

observation. 

β = is the corresponding set of regression 
parameters.

To assess the goodness of fi t of GLM, the deviance 
statistic (D) was calculated:

D = –2 (Lm – Ls),

Where: 

Lm = is the maximized log-likelihood for a given 
model. 

Ls = is the log-likelihood for the saturated model (i.e. 
the most complex model for the selected distribution 
of the dependent variable and a link function).

The assumptions of GLM were also tested (i.e. the 
normal distribution of residuals, the lack of predictor 
collinearity, and outliers).

After growing the trees and estimating the GLM 
parameters, their classifi cation quality was evaluated 
on the L set. The proportions of correctly classifi ed 
calvings from each of the three distinguished categories 
(easy, moderate, and difficult) as well as overall 

T
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accuracy (the proportion of correctly classifi ed cases 
from all classes) were calculated and the diff erences in 
these proportions were tested for statistical signifi cance 
using the McNemar test for dependent samples with 
the Bonferroni correction for multiple comparisons. 
Statistical signifi cance was set at p ≤ 0.05. Moreover, 
all types of models were verifi ed on the independent 
T set to evaluate their ability to correctly predict 
calving diffi  culty class during their potential practical 
application. The proportions of correct classifi cations 
on the T set were again compared with the test for 
proportions. It should be added that the learning (or 
training) set (L) was used to build and train the tree 
models and to estimate the GLM parameters, whereas 
the test set (T) comprising new data (calvings), not seen 
previously by the models during their development, 
was used to verify their predictive capabilities. This 
results from the fact that the post hoc prediction is 
almost always too optimistic since the models are 
verifi ed on the same data that were used for their 
construction. Consequently, a new data subset (the 
test set) separated from the whole dataset of records is 
necessary to objectively assess the a priori predictive 
performance of the model.

To complement the analysis of model performance, 
the cumulative gains charts were also plotted (based 
on the test set) to show the relationship between the 
gains (defi ned as a proportion of correctly classifi ed 
cases out of all the cases in the population belonging 
to a given category) and the considered sample size for 
the three types of classifi cation trees and GLM (Nisbet 
et al., 2009). Model construction and evaluation was 
performed using Statistica 10 software (StatSoft Inc., 
Tulsa, OK, USA).

Identifi cation of the most infl uential factors 
aff ecting calving diffi  culty

At the last stage of our study, the most infl uential 
factors aff ecting calving diffi  culty were identifi ed 
based on the “importance analysis” available for the 
tree models and the Wald statistic for GLM. 

Results

Model structure and evaluation

The layouts of the CART, CHAID, and QUEST 
trees are presented in Figures 1-3 and the estimated 

parameters of the GLM model are shown in Table 3. 
The value of the ratio of the deviance statistic to its 
respective degrees of freedom was 0.92. However, 
it should also be mentioned that not all the GLM 
assumptions were fulfi lled. It was characterized by a 
signifi cant deviation from the normal distribution of 
residuals verifi ed by the Shapiro-Wilk test (p ≤ 0.05).

Classifi cation results obtained on the L set using the 
four models are shown in Table 4. The only statistically 
signifi cant diff erence in accuracy on the L set existed 
between CART (61.53%) and GLM (57.26%). After 
the quality evaluation of the models, their predictive 
performance was verifi ed on the independent T set. The 
diff erences in proportions observed on the L set were 
generally confi rmed on the T test (Table 4). No signifi cant 
diff erences in accuracy were recorded on the T test. 

Finally, the cumulative gains charts plotted based 
on the T set are shown in Figure 4. 

Identifi cation of the most infl uential factors 
aff ecting calving diffi  culty

The importance of individual factors aff ecting the 
course of parturition identifi ed by the tree models is 
presented in Figure 5 and the statistically signifi cant 
eff ects for GLM are shown in Table 3. 

Discussion

In the case of the CART and CHAID trees, the 
fi rst split was based on either the SIRE or FARM 
variable. The SIRE was also used for the fi rst split in 
the QUEST tree (Figures 1-3). 

In the study by Piwczyński et al. (2013) on the use 
of CART and CHAID for the analysis of signifi cant 
predictors of calving diffi  culty in Polish Holstein-
Friesian black-and-white cows, the fi rst division of the 
whole data set in the root node was based on lactation 
number. The two subsequent divisions were based on 
calf birth weight and the third one on pregnancy length 
and this variable was used for splitting twice (at the 
threshold values of 282 and 284 days, respectively). 
In the above-mentioned study, the last considered 
splitting variable was management system. It should 
be noted that although the CART and CHAID trees in 
our study and that by Piwczyński et al. (2013) utilized 
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Figure 1. Classifi cation and regression tree (CART) model for the classifi cation of calving. SIRE: Sire’s rank based on the mean 
calving diffi  culty scores of its daughters. FARM: Category of the farm where the animal was kept based on its mean milk yield 
(POOR: <10,200 Kg, GOOD: ≥ 10,200 Kg). Node labels are assigned according to the most numerous category.

Figure 2. Chi-square automatic interaction detection (CHAID) model for the classifi cation of calving. SIRE: Sire’s rank based 
on the mean calving diffi  culty scores of its daughters. FARM: Category of the farm where the animal was kept based on its mean 
milk yield (POOR: <10,200 Kg, GOOD: ≥ 10,200 Kg). CALS: Calving season (AW – autumn-winter, SS – spring-summer). 
Node labels are assigned according to the most numerous category.
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Figure 3. Quick, unbiased, effi  cient, statistical trees (QUEST) model for the classifi cation of calving (cases satisfying the splitting 
condition in a parent node go to its left child node). SIRE: Sire’s rank based on the mean calving diffi  culty scores of its daughters. 
FARM: Category of the farm where the animal was kept based on its mean milk yield (POOR: <10,200 Kg, GOOD: ≥ 10,200 Kg). 
Node labels are assigned according to the most numerous category.

Table 3. Estimated parameters of the generalized linear model (GLM).

Model term Level Estimate Standard error Wald statistic p

Intercept 1 -1.0615 1.1826 0.8058 0.3694

Intercept 2 0.9446 1.1835 0.6370 0.4248

CALA1 0.0831 0.0441 3.5464 0.0597

SIRE2 -0.0376 0.0027 200.8537 0.0000

FARM3 POOR -0.4761 0.0649 53.8532 0.0000

CALS4 Autumn-winter -0.1263 0.0635 3.9520 0.0468

SEX5 Male -0.0430 0.0627 0.4698 0.4931

1 Calving age. 2 Sire’s rank based on the mean calving diffi  culty scores of its daughters. 3 Category of the farm where the animal 
was kept based on its mean milk yield (POOR: <10,200 Kg, GOOD: ≥ 10,200 Kg). 4 Calving season. 5 Calf sex. Variables with 
p-values less than 0.05 are marked in bold.

a similar set of independent variables, the fi nal structure 
of the resulting decision trees was somewhat diff erent. 
Obviously, some factors described by Piwczyński et al. 
(2013; such as lactation number) were not available in 
our study, which included only heifers.

In the case of GLM, the value of the applied 
goodness-of-fit criterion (i.e. the deviance statistic 

relative to its degrees of freedom; 0.92) testifi ed to the 
good overall quality of the constructed GLM model as 
the values of approximately 1.0 are considered to show a 
good fi t of the model to the training data (McCullagh and 
Nelder, 1989). However, since not all the assumptions 
of the GLM model (in principle required) were met, 
its application in some situations may not be fully 
recommended from a purely statistical point of view. 
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Figure 4. Gains chart for individual calving categories: A = easy, B = moderate, C = diffi  cult. CART: Classifi cation and regression trees. 
CHAID: Chi-square automatic interaction detection. QUEST: Quick, unbiased, effi  cient, statistical trees. GLM: Generalized linear model.

Table 4. Proportions of correctly classifi ed calvings on the training and test sets.

Set Calving Accuracy5

Easy Moderate Diffi  cult

CART1

Training 0.4451b 0.6842a 0.7129a 0.6153a

Test 0.3514b 0.6870a 0.7727ab 0.6041

CHAID2

Training 0.2439a 0.6620a 0.8202b 0.5755

Test 0.1892a 0.7391ab 0.8545c 0.5952

QUEST3

Training 0.2866a 0.8199b 0.6688c 0.5984

Test 0.1982a 0.8174b 0.7364a 0.5863

GLM4

Training 0.4756b 0.4931c 0.7634d 0.5726b

Test 0.4324b 0.4174c 0.8182bc 0.5536
a-d Values marked with diff erent superscript letters within a column (and a set) diff er signifi cantly (p ≤ 0.05). 1 Classifi cation and regression trees. 2 Chi-square automatic 
interaction detection. 3 Quick, unbiased, effi  cient, statistical trees. 4 Generalized linear model. 5 Accuracy: Proportion of correctly classifi ed cases from all classes.
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Figure 5. The importance of individual predictors of calving diffi  culty for the tree models. SIRE: Sire’s rank based on the 
mean calving diffi  culty scores of its daughters. FARM: Category of the farm based on its mean milk yield. CALA: Calving age. 
CALS: Calving season. SEX: Calf sex. CART: Classifi cation and regression trees. CHAID: Chi-square automatic interaction 
detection. QUEST: Quick, unbiased, effi  cient, statistical trees.

As far as the model quality evaluated on the L set 
is concerned, CART and GLM were most eff ective 
in classifying easy calvings (44.51 and 47.56% 
correctly indicated easy cases, respectively), whereas 
QUEST was most effi  cient in predicting moderate 
calvings (81.99%). The CART and CHAID were 
also quite eff ective in this respect (68.42 and 66.20%, 
respectively) compared with GLM, for which the 
proportion of correctly indicated moderate cases was 
the lowest (49.31%). The greatest number of diffi  cult 
calvings was properly classifi ed by CHAID and GLM 
(82.02 and 76.34%, respectively), while the diagnosis 
made by CART and QUEST was signifi cantly less 
accurate (71.29 and 66.88%, respectively). In this 
context, CHAID and GLM would be preferable under 
conditions in which the highest dystocia detection 
rate is the priority. However, GLM was also able 
to properly indicate most easy calvings, which is 
advantageous from the farmer’s point of view, since 
the number of false alarms generated by the model 
would be the lowest in this case.

In general, the accuracy obtained on the L set for 
the three distinguished categories of calving course 
(approximately 60%) in our study was moderate 
(Table 4). It was similar to that (61.50%) reported 
by Piwczyński et al. (2013), who established four 
different categories of calving difficulty. It was 
also comparable to the accuracy (50 to 60.20%) 
recorded by Johnson et al. (1988), who studied 
the possibility of dystocia detection (with the fi ve 
classes of calving diffi  culty) in Hereford heifers using 

discriminant function analysis. The accuracy reported 
by the aforementioned authors depended on the set 
of predictors included in the forecasting model and 
increased to approximately 85.50% with only two 
classes of calving ease. With the same number of 
distinguished delivery classes (dystocia vs eutocia), 
Arthur et al. (2000) obtained very similar accuracy 
(85.20 to 91.70%) using the same method as above for 
dystocia diagnosis in Angus heifers. This value was 
much higher than that in our study (Table 4), where 
the three classes of calving diffi  culty were considered. 
This comparison between different model types 
shows that the fi nal classifi cation accuracy depends 
to some extent on the number of categories of the 
dependent variable. The division into only two classes 
usually yields better results in terms of the number of 
correct classifi cations, but such a model loses some 
information on the possible calving course. Taking 
into account the real number of calving diffi  culty 
categories distinguished by the offi  cial recording 
scheme in our country (which is six at present), an 
attempt was made in our study to more accurately 
indicate calving class.

After evaluating model quality, the predictive 
performance of individual decision trees and GLM 
was objectively verifi ed on the independent T set, 
which was not used during the tree growing and GLM 
estimation stage and which could show the real ability 
of the models to properly predict calving categories 
during their potential practical application. The results 
obtained earlier on the L set were generally confi rmed 
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on the T set. And so, GLM and CART were most 
accurate in predicting easy calvings (43.24 and 35.14%, 
respectively), whereas CHAID and QUEST were the 
most eff ective classifi ers for the moderate calvings 
(73.91 and 81.74%, respectively). The lowest ability 
to correctly indicate moderate calvings was exhibited 
by GLM (41.74%). The highest proportion of diffi  cult 
cases was properly diagnosed by CHAID and GLM 
(85.45 and 81.82%, respectively), whereas CART and 
QUEST were signifi cantly less successful in classifying 
this type of calvings (77.27 and 73.64%, respectively). 
In general, the accuracy on the T set in our study 
was moderate (Table 4), and it was approximately 
10 to 30% lower than the values (72.60 to 90.30%) 
reported by Arthur et al. (2000), who investigated 
dystocia detection in Angus heifers. However, the better 
results presented by Arthur et al. (2000) can partially 
be attributed to the lower number of calving classes. 
Moreover, although the prediction models based on 
discriminant function analysis could accurately predict 
normal calvings (specifi city in the range of 72.60 to 
90.30%), their ability to properly predict dystocia in 
Angus heifers was much lower (sensitivity ranging 
from 0 to 40.00%). Finally, it was not possible to 
compare the results obtained on the independent test 
set in our study with those of Piwczyński et al. (2013) 
and Johnson et al. (1988) because they did not report 
the outcomes of the validation procedure. 

On the other hand, a high proportion of correct 
classifi cations of dystocia cases (the diffi  cult class) in 
the heifer T data set (73.64 to 85.45%) in our study 
is especially noteworthy. This may make it possible 
for a farmer or herd manager to undertake appropriate 
measures in order to prevent adverse consequences of 
dystocia in a heifer. It is also important to consider that 
models with high sensitivity would be preferred under 
fi eld conditions as the misclassifi cation of an easy 
calving by the model is not so costly (additional labor 
associated with cow watching) as the misdiagnosis 
in the opposite direction (missing a dystocia case). 
However, it is also desired for the model to have 
possibly high specifi city, as a large number of false 
alarms are troublesome for the farmer and decrease his 
trust in the system. We would also like to emphasize 
that the percentage of correctly diagnosed moderate 
calvings (i.e. those requiring help from man or the 
use of mechanical equipment) by decision trees in 
our study was relatively high (68.70 to 81.74%). 

In this respect, data mining models in the form of 
classifi cation trees turned out to be superior to GLM, 
for which this proportion was the lowest (41.74%).

Finally, the shape of the curves plotted on the 
cumulative gains charts revealed the relatively 
good performance of all the classifi ers investigated 
(Figure 4). The closer the curve approaches the upper 
left corner of the graph [the (0, 1) point], the better the 
discriminative power of the model is. As can be seen 
in Figure 4, QUEST and GLM were characterized by 
slightly lower gains than CART and CHAID for easy 
calvings, but QUEST generated somewhat higher gains 
for moderate deliveries, for which GLM presented the 
worst results. However, the gains produced by all 
the classifi ers were greatest for the diffi  cult category. 
Of the data mining models (three diff erent types of 
decision trees) used in our study, the best predictive 
performance was in general characteristic of CHAID, 
although it should be emphasized that there were not 
any signifi cant diff erences in the accuracy on the 
T set. Nevertheless, CHAID exhibited the highest 
proportion of correctly predicted diffi  cult calvings 
(dystocia) in heifers at a relatively large number of 
properly diagnosed moderate deliveries. Only its 
ability to accurately indicate easy calvings was lower 
(only approximately one-fi fth of all cases), which 
needs to be considered by the farmer if such a model 
is implemented in a farm.

The comparison of the data mining algorithms 
with a more traditional statistical method (i.e. the 
GLM model, used as a reference in our study) showed 
that both types of classifi ers yielded comparable 
results. Somewhat larger differences were found 
for the easy and moderate category, but the overall 
accuracy was also very similar. Therefore, it is not 
possible to explicitly confi rm the superiority of data 
mining models (in the form of decision trees) over 
more traditional statistical techniques (GLM in this 
case) based on the prediction results of our study. 
However, parametric methods such as GLM require 
the fulfi llment of various assumptions, from which 
not all were met in our study. Moreover, the structure 
of the classifi cation trees is more easily interpretable 
(even by non-experts) than the coeffi  cients of the 
GLM model, which facilitates the understanding 
of the investigated relationships between diff erent 
factors and calving course.
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The second stage of our study was the identifi cation 
of the most influential factors affecting calving 
diffi  culty. The most important predictor for all the 
three decision tree types was SIRE. Also, CALA and 
FARM were found to considerably aff ect the category 
of calving diffi  culty. In the case of GLM, the only 
signifi cant eff ects were SIRE, FARM, and CALS.

The rank of the dam’s sire was based on the mean 
calving diffi  culty score of its daughters. The goal of 
including this predictor in the tree models and GLM was 
to take into account the genetic component of dystocia 
represented by the dam’s sire eff ect. Although, it is not 
possible to directly include a sire eff ect in the prediction 
model, it can be incorporated into it in a more general 
form (e.g. a rank), which orders sires according to the 
calving diffi  culty level experienced by their daughters. 
In a recent study by Mee et al. (2011), it was found that 
the relationship between predicted transmitting ability 
for maternal calving diffi  culty and the probability of 
assisted parturition depended on dam parity and calf sex. 
It was stronger for lower parities and male sex calves.

The next important factor was the category of the 
farm where the heifer was kept (FARM; Figure 5). As 
can be seen from Figures 1-3, the POOR category was 
associated with a markedly higher number of diffi  cult 
calvings. This relationship could have resulted from 
the worse husbandry conditions on the farm, including 
poorer control of diffi  cult calvings. However, this result 
is not entirely consistent with that reported by Gröhn 
et al. (1990), who investigated diff erent factors aff ecting 
reproductive disorders in Finnish Ayrshires, and found 
that higher herd milk yield in the current lactation was 
associated with an increased risk of dystocia. On the other 
hand, the only herd-level factor included in the analysis 
of dystocia incidence in Irish Holstein-Friesians (Mee 
et al., 2011; i.e. herd size), did not signifi cantly aff ect 
the frequency of diffi  cult parturitions.

The last important predictor for decision trees was 
calving age (CALA; Figure 5). The greatest diff erence 
in dystocia occurrence is found between heifers and 
cows (Norman et al., 2010; Atashi et al., 2012). 
Generally speaking, the optimal age at fi rst calving in 
dairy heifers is 22 to 24 months (Ghavi Hossein-Zadeh, 
2013), although a recent study on seasonally calving 
Holstein-Friesian heifers (Berry and Cromie, 2009) 
suggested that this age should be 25 to 27 months 

with respect to calving ease. In the cited study, heifers 
calving at the age of 22 months had a higher risk of 
calving assistance than those calving at 24 months of 
age, whereas heifers calving at 25 to 27 and 35 months 
of age had a lower risk of such assistance compared 
with the animals calving at 24 months of age. Also, 
body weight at breeding or calving may aff ect calving 
diffi  culty. It can be even a better predictor of dystocia 
than age at fi rst calving itself, but it is much more 
diffi  cult to be consistently recorded. As a result of 
greater growth rates, heifers currently calve for the 
fi rst time relatively earlier but with a high body weight. 
Consequently, calvings in such heifers are usually 
easier compared with those of their lighter herdmates. 
Finally, it should be emphasized that some authors 
(Hickey et al., 2007; Bazzi, 2010; Yıldız et al., 2011) 
did not confi rm any signifi cant relationship between 
calving age and diffi  culty.

The other signifi cant predictor of calving diffi  culty 
identifi ed by the GLM model was also calving season 
(CALS). It is generally considered that under European 
climatic conditions, calvings occurring in autumn 
and winter tend to be more diffi  cult than those in the 
spring-summer season, which may result from increased 
gestation length, calf birth weight, and stillbirth rate 
in the colder season and less intensive supervision of 
calvings and more physical exercises in summer (Mee 
et al., 2011).

In conclusion, the tree classifi cation models obtained 
in our study showed promise in predicting individual 
classes of calving diffi  culty in dairy heifers; however, 
their further improvement would be necessary to obtain 
better accuracy. The most infl uential factors aff ecting 
diffi  culty level included: The rank of the dam’s sire, 
calving age, and the yield category of a farm and 
calving season. Our study showed that decision trees 
(after improvement of their predictive performance) 
could be potentially applied as an accessory tool to 
aid farmer in making decisions concerning calving 
management, especially considering that the created 
rules are relatively simple and easily interpretable. 
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