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Abstract. The qualitative properties of a nonautonomous competitive Lotka-
Volterra system with infinite delays are studied.

By using a result of matrix theory and the fluctuation lemma, we estab-
lish a series of easily verifiable algebraic conditions on the coefficients and
the kernel, which are sufficient to ensure the survival and the extinction of
a determined number of species. The surviving part is stabilized around a
globally stable critical point of a subsystem of the system under study. These
conditions also guarantee the asymptotic behavior of the system.
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Resumen. Se estudian las propiedades cualitativas de un sistema competitivo
no aútonomo de Lotka-Volterra con retardo infinito.

Mediante el uso de un resultado de la teoŕıa de matrices y del lema de fluc-
tuaciones, se establecen una serie de condiciones algebraicas, fácilmente verifi-
cables, sobre los coeficientes y los núcleos, que son suficientes para garantizar la
extinción y la sobrevivencia de un determinado número de especies. La parte
sobreviviente se estabiliza alrededor de un punto de equilibrio globalmente
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estable de un subsistema del sistema en estudio. Estas condiciones también
garantizan el comportamiento asintótico del sistema.

Palabras y frases clave. Sistemas de Lotka-Volterra, extinción, sobrevivencia,
estabilidad, retardo, persistencia.

1. Introduction

This article deals with nonautonomous competitive systems of integro-differen-
tial equations with infinite delays,

x′i(t) = xi(t)

bi − aiixi(t)− n∑
j=1j 6=i

aij

∫ t

−∞
Kij(t− s)xj(s)ds

 ,
t ≥ 0, i = 1, . . . , n, (1)

with the initial conditions

xi(t) = ϕi(t), t ≤ 0, i = 1, . . . , n, (2)

where

ϕi ∈ BC+ = {ϕ ∈ [(−∞, 0], [0,∞)] : ϕ(0) > 0 and ϕ is bounded }, i = 1, . . . , n.

x′i(t) = xi(t)

bi − aiixi(t)− r∑
j=1j 6=i

aij

∫ t

−∞
Kij(t− s)xj(s)ds

 ,
t ≥ 0, i = 1, . . . , r, (3)

r being an integer such that 1 < r < n, the initial condition

xi(t) = ϕi(t), t ≤ 0, i = 1, . . . , r, where ϕi ∈ BC+, (4)

Here the initial functions ϕi(s), i = 1, . . . , n, are the histories of the sizes of the
populations in the past. The coefficients bi, aij , for all 1 ≤ i, j ≤ n, are positive
real numbers and the delay kernels Kij : [0,+∞) → [0,+∞), 1 ≤ i, j ≤ n,

are continuous functions such that
∫ +∞

0
Kij(t)dt = 1. Integrals represent the

hereditary or accumulated inhibitory effect in the past that the population size
of one species has had upon the other species.

The following hypotheses are also considered

H1 : For every k = 2, . . . , n, there exists an integer ik < k such that

bk
akj

<
bik
aikj

, j = 1, . . . , k.
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H2 : For every i = 1, . . . r, the inequality bi >
r∑

j=1,j 6=i
aij

(
bj
ajj

)
is hold.

H3 : µij =

∫ ∞
0

sKij(s)ds <∞, 1 ≤ i, j ≤ n.

H4 : For every integer k = r+1, . . . , n, there exists an integer ik < k such that

bk
akj

<
bik
aikj

, j = 1, . . . , k.

Observation 1.1. It is easy to see that there is a natural correspondence
between the solutions of the r-dimensional system (3) and those solutions of
(1) for which xj(t) = 0 for all j = r + 1, . . . , n. That is, col(x1(t), . . . , xr(t)) is
a solution of (3) if and only if col(x1(t), . . . , xr(t), 0, . . . , 0) is solution of (1).

Observation 1.2. Ahmad and Lazer in [21] proved that if bi > 0, aij > 0 and
if hypothesis H2 is satisfied; that is,

bi >

r∑
j=1,j 6=i

aij

(
bj
ajj

)
, 1 ≤ i ≤ r,

then there exists a unique solution col(u∗1, . . . , u
∗
r) of the system of linear equa-

tions
r∑
j=1

aijxj = bi, i = 1, . . . , r, (5)

with u∗i > 0, 1 ≤ i ≤ r, and the matrix r× r (aij) is invertible or non-singular.

Observation 1.3. It can be easily proved that the following points are equi-
librium points for the system (1) if and only if

x∗i = 0, or

n∑
j=1

aijx
∗
j = bi, i = 1, . . . , n.

The positive critical points are the positive solutions of the linear system of n
equations with n unknowns

n∑
j=1

aijxj = bi, i = 1, . . . , n.

It can be easily showed that the following points are equilibrium points for the

system (1): col

(
b1
a11

, 0, . . . , 0

)
, col

(
0,

b2
a22

, 0, . . . , 0

)
, . . . , col

(
0, . . . , 0,

bn
ann

)
,

x∗ = col(u∗1, . . . , u
∗
r , 0, . . . , 0) = col(u∗, 0) where 0 = col(0, . . . , 0), u∗ =

col(u∗1, . . . , u
∗
r), 2 ≤ r < n, and u∗ is a solution of the linear system (5).
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Observation 1.4. The hypothesis H1 implies that the only critical points with

non-negative components of the system (1) are col(0, . . . , 0), col

(
b1
a11

, 0, . . . , 0

)
,

col

(
0,

b2
a22

, 0, . . . , 0

)
, . . . , col

(
0, . . . , 0,

bn
ann

)
. For a proof see [27].

This work is included within the area of mathematical biology, particu-
larly in population dynamics, for we study non-autonomous competitive Lotka-
Volterra systems of n-species with infinite delays. These models with delay are
also called hereditary models with memory. They are introduced in biology,
for example, in biokinetics, which study the theories of biological equilibrium
mathematically based on the struggle for existence between species competing
on the ground for the same resources. The evolution of these systems is influ-
enced significantly not only by the present but also by its most remote past.
There are delayed effects in these systems due to the memory functions, the
delay kernel. The use of these models with delay dates back to the time of the
Italian mathematician Vito Volterra (1860-1940) and the French mathemati-
cian Marcel Brelot (1903-1987), who studied the classical prey-predator model
with continuous infinite delay in their publications [25] and [4] respectively.
Over the last 50 years and especially the last 20 years, these systems have been
and continue to be investigated intensely, as can be seen in the references cited
in this work.

The system (1) describes the competition between n species, where xi(t)
denotes the population density of the i-th species at time t. It is well known,
by the fundamental theory of systems of functional differential equations [15],
that (1) has only one solution x(t) = col(x1(t), . . . , xn(t)) which satisfies the
initial conditions (2). It is easy to verify that the solutions of the system (1)
corresponding to the initial conditions (2) are defined on [0,+∞) and remain
positive for all t ≥ 0.

There is a substantial amount of research dealing with the global asymptotic
stability of the Lotka-Volterra systems with infinite delay developed in [11],
[14], [16], [24] and in the references cited there. Other studies on competition
models have been done by several authors, see [1], [2], [3], [5], [8], [12], [13],
[18], [22] [26], [28], [29]. In [18], [22], [28], [29], the authors provide conditions
on the coefficients that imply permanence or extinction in the non-autonomous
Lotka-Volterra systems, but without delay.

It should be mentioned that, during the last decade, there were many works
on the competitive non-autonomous Lotka-Volterra systems with infinite delay
and feedback controls by various researchers (see, e.g., [6], [7], [19], [20] and
references cited there).

Montes de Oca and Pérez, by constructing Lyapunov-type functionals, es-
tablished in [9] and [10] a series of algebraic conditions on the coefficients and
kernel which guarantee the survival and extinction of a number of species. In
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this work the same results are proved without using the construction of Lya-
punov functionals. The following results are obtained:

(1) If H1 and H3 hold, then any solution x(t) = col (x1(t), x2(t), . . . , xn(t)) of
the system (1), with initial condition (2), has the property that xi(t)→ 0

exponentially for all i, 2 ≤ i ≤ n as t→ +∞ and x1(t)→ b1
a11

, where
b1
a11

is an equilibrium point of the logistics equation x′(t) = x(t)[b1−a11x(t)].

Here the point (
b1
a11

, 0, . . . , 0) is a global attractor of the system (1).

(2) IfH2, H3 andH4 hold, then any solution x(t)=col (x1(t), x2(t), . . . , xn(t))
of the system (1), with initial condition (2) has the property that xi(t)→
0 exponentially for all i = r + 1, . . . , n as t→∞ and for all i, 1 ≤ i ≤ r,
xi(t)→ u∗i as t→∞, where u∗ = col (u∗1, . . . , u

∗
r) is a positive equilibrium

point of the system (3). The point col (u∗1, . . . , u
∗
r , 0, . . . , 0) is a global

attractor of the system (1).

2. Preliminaries

The following two Lemmas are established in [11].

Lemma 2.1. Let x : R → R be a bounded non-negative continuous function,
and let K : [0,+∞)→ [0,+∞) be a continuous kernel such that

∫∞
0
K(s)ds =

1. Then

x = lim inf
t→+∞

x(t) ≤ lim inf
t→+∞

∫ t

−∞
K(t− s)x(s)ds

≤ lim sup
t→+∞

∫ t

−∞
K(t− s)x(s)ds ≤ lim sup

t→+∞
x(t) = x.

Lemma 2.2. Let x : R → R be a bounded non-negative continuous function,
and let K : [0,+∞)→ [0,+∞), be a continuous kernel such that

∫∞
0
K(s)ds =

1. If lim
t→+∞

x(t) = x0, then lim
t→+∞

∫ t
−∞K(t− s)x(s)ds = x0.

The following lemma is fully proved in the papers [23], [11] and [17].

Lemma 2.3. (Fluctuation Lemma) Let x(t) be a derivable and bounded
function on (α,∞). Then there exist sequences τn →∞, σn →∞ such that

i) x′(σn)→ 0 and x(σn)→ x = lim sup
t→+∞

x(t), as n→∞.

ii) x′(τn)→ 0 and x(τn)→ x = lim inf
t→+∞

x(t), as n→∞.
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Lemma 2.4. Let b = col(b1, b2, . . . , br) and let A = (aij) be the matrix with
aij ≥ 0, and aii , bi > 0, 1 ≤ i, j ≤ r. Suppose that hypothesis H2 is satisfied.
Then the matrix 2D−A, where D = diag (a11, . . . , arr) is the diagonal matrix

of A, has inverse and is given by
∞∑
i=1

(
AD−1 − I

)i
; moreover, it is non-negative.

Proof. See ([24], Lemma 4.1). �X

Lemma 2.5. Suppose that hypotheses H2 and H3 hold. If
x(t) = col (x1(t), x2(t), . . . , xr(t)) is a solution of the system (3) with the initial
conditions (4), then for all i, 1 ≤ i ≤ r,

lim sup
t→+∞

xi(t) ≤
bi
aii
, and lim inf

t→+∞
xi(t) ≥

bi −
r∑

j=1,j 6=i
aij

(
bj
ajj

)
aiieLi

,

where Li =
r∑
j=1

aijMjµij , and Mi > max

{
ϕui ,

2bi
aii

}
, 1 ≤ i ≤ r. This means

that the system (3) is permanently coexistent.

Proof. See Lemmas 2.6 and 2.7 in [10]. �X

Proposition 2.6. Suppose that hypotheses H1 and H3 hold. If x(t) =
col(x1(t), x2(t), . . . , xn(t)) is a solution of the system (1) with the initial con-
ditions (2), then xi(t) → 0 exponentially for all i, 2 ≤ i ≤ n, as t → +∞.
Moreover, there exists a positive number α = α(x) such that x1(t) ≥ α for all
t ≥ 0.

Proof. The proof of the proposition is analogous to the proof of the proposi-
tion 2.1 in [9]. The proof method used in [9] is based on using mathematical
induction and proving first that xn → 0 exponentially as t→ +∞. �X

Proposition 2.7. Suppose that hypotheses H2, H3 and H4 hold. If x(t) =
col (x1(t), x2(t), . . . , xn(t)) is a solution of the system (1) with the initial con-
ditions (2), then xi(t) → 0 exponentially for all i = r + 1, . . . , n as t → ∞.
Moreover, there exists a positive number α = α(x) such that xi(t) > α for all
i = 1, . . . , r and t ≥ 0.

Proof. The proof is analogous to the proof of the Proposition 2.3 and 2.4 in
[10]. �X
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3. Main theorems

Theorem 3.1. Suppose that hypotheses H1 and H3 hold. If x(t) =
col (x1(t), x2(t), . . . , xn(t)) is a solution of the system (1) with the initial con-
ditions (2), then xi(t) → 0 exponentially for all i, 2 ≤ i ≤ n as t → +∞

and x1(t) → b1
a11

, where
b1
a11

is an equilibrium point of the logistics equation

x′(t) = x(t)[b1 − a11x(t)]; in other words, the point col

(
b1
a11

, 0, . . . , 0

)
is a

global attractor of the system (1).

Proof. By Proposition 2.6, there exists a positive number α = α(x) such that
x1(t) ≥ α for all t ≥ 0 and xi(t)→ 0 exponentially for i, 2 ≤ i ≤ n, as t→ +∞.
From this fact and by virtue of the lemma 2.2, it follows that

lim
t→+∞

∫ t

−∞
Kij(t− s)xj(s)ds = 0, j = 2, . . . , n. (6)

On the other hand, by Lemma 2.3 (Fluctuation Lemma), there exists a sequence
τ1
n → +∞ as n → +∞ such that x′1(τ1

n) → 0 and x1(τ1
n) → x1 as n → +∞,

where x1 = lim inf
t→+∞

x1(t). Combining the above with the equation (6) we obtain

lim
n→+∞

∫ τ1
n

−∞
Kij(τ

1
n − s)xj(s)ds = 0 for i = 2, . . . , n.

Replacing t by τ1
n in the first equation of the system (1), it follows that

x′1(τ1
n) = x1(τ1

n)

b1 − a11x1(τ1
n)−

n∑
j=2

a1j

∫ τ1
n

−∞
K1j(τ

1
n − s)xj(s)ds

 . (7)

Letting n→∞ we get 0 = x1[b1 − a11x1]. Since x1 > 0, we have that

x1 = lim inf
t→+∞

x1(t) =
b1
a11

. (8)

On the other hand, x′1(t) < x1(t) [b1 − a11x1(t)], from the Comparison Theorem
it follows that 0 ≤ x1(t) < v1(t) for all t ≥ 0, where v1(t) is the solution of
the logistic equation z′1(t) = z1(t) [b1 − a11z1(t)], with v1(0) = x1(0) = ϕ1(0).
Thus we conclude that

lim sup
t→+∞

x1(t) ≤ lim sup
t→+∞

v1(t) = lim
t→+∞

v1(t) =
b1
a11

. (9)

From (8) and (9) we obtain

lim inf
t→+∞

x1(t) =
b1
a11
≤ lim sup

t→+∞
x1(t) ≤ b1

a11
.

Hence lim
t→+∞

x1(t) =
b1
a11

. This completes the proof of the theorem. �X
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Theorem 3.2. Suppose that hypotheses H2, H3 and H4 hold. If x(t) =
col (x1(t), x2(t), . . . , xr(t)) is a solution of the system (3) with the initial con-
ditions (4), then xi(t) → u∗i for all i, 1 ≤ i ≤ r as t → ∞ , where u∗ =
col (u∗1, . . . , u

∗
r) is a point of equilibrium of the system (3).

Proof. By Proposition 2.7, there exists a positive number α = α(x) such that
xi(t) ≥ α > 0 for all i, 1 ≤ i ≤ r, t ≥ 0. On the other hand, by Lemma 2.5, xi(t)
is bounded above for all i, 1 ≤ i ≤ r, and t ≥ 0. Therefore, the components
xi(t) for 1 ≤ i ≤ r, are bounded above and below by positive constants. By
Lemma 2.3 (Fluctuation Lemma) there are sequences τ in →∞ and σin →∞ as
n→∞, such that for all i, 1 ≤ i ≤ r,

x′i(σ
i
n)→ 0 and xi(σ

i
n)→ xi = lim sup

t→+∞
xi(t), as n→∞,

x′i(τ
i
n)→ 0 and xi(τ

i
n)→ xi = lim inf

t→+∞
xi(t), as n→∞.

On the other hand, since
∫ t
−∞Kij(t− s)xj(s)ds for i, j, 1 ≤ i, j ≤ r and t ≥ 0

is bounded, without loss of generality we assume that for all i, j, 1 ≤ i, j ≤ r,∫ τ i
n

−∞Kij(τ
i
n − s)xj(s) and

∫ τ i
n

−∞Kij(τ
i
n − s)xj(s)ds both converge.

Replacing τ in and σin in the system (3), we obtain for all i, 1 ≤ i ≤ r,

x′i(τ
i
n) = xi(τ

i
n)

bi − aiixi(τ in)−
r∑

j=1,j 6=i

aij

∫ τ i
n

−∞
Kij(τ

i
n − s)xj(s)ds

 ,
x′i(σ

i
n) = xi(σ

i
n)

bi − aiixi(σin)−
r∑

j=1,j 6=i

aij

∫ σi
n

−∞
Kij(σ

i
n − s)xj(s)ds

 .
As n→ +∞ we get

0 = xi

bi − aiixi − r∑
j=1,j 6=i

aij lim
n→+∞

∫ τ i
n

−∞
Kij(τ

i
n − s)xj(s)ds

 , (10)

0 = xi

bi − aiixi − r∑
j=1,j 6=i

aij lim
n→+∞

∫ σi
n

−∞
Kij(σ

i
n − s)xj(s)ds

 . (11)

By Lemma 2.1 and the definition of upper and lower limit respectively, we have

lim
n→+∞

∫ τ i
n

−∞
Kij(τ

i
n − s)xj(s)ds ≤ lim sup

t→+∞

∫ t

−∞
Kij(t− s)xj(s)ds ≤ xj ,

xj ≤ lim inf
t→+∞

∫ t

−∞
Kij(t− s)xj(s)ds ≤ lim

n→+∞

∫ σi
n

−∞
Kij(σ

i
n − s)xj(s)ds.
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Substituting these inequalities in (10) and (11) we obtain

0 ≥xi

bi − aiixi − r∑
j=1,j 6=i

aijxj

 for i = 1, . . . , r.

0 ≤xi

bi − aiixi − r∑
j=1,j 6=i

aijxj

 for i = 1, . . . , r.

Since xi ≥ xi > α > 0, we get

bi ≤

aiixi +

r∑
j=1,j 6=i

aijxj

 para i = 1, . . . , r, (12)

bi ≥

aiixi +

r∑
j=1,j 6=i

aijxj

 para i = 1, . . . , r. (13)

Writing these systems in terms of matrices and vectors as

b ≤ [(A−D)x+Dx] ,

b ≥ [(A−D)x+Dx] ,

where A =


a11 a12 · · · a1r

a21 a22 · · · a2r

...
...

...
...

ar1 ar2 · · · arr

, D =


a11 0 · · · 0

0 a22 · · ·
...

...
...

. . . 0

0 · · · 0 arr

,

b = col (b1, . . . , br), x = col (x1, . . . , xr) and x = col (x1, . . . , xr).

Subtracting the first inequality from the second yields

0 ≤ (2D −A) (x− x) .

By Lemma 2.4, 2D−A is invertible and its inverse is nonnegative, so (x− x) ≥
0, this implies that x ≥ x and consequently x = x. From (12) and (13) we have

bi =
r∑
j=1

aijxi, 1 ≤ i ≤ r. Because of u∗ = col (u∗1, . . . , u
∗
r) is the unique solution

of the system of linear equations (5), we have xi = xi = x∗i = lim
t→+∞

xi(t) for

all i = 1, . . . , r. Hence x∗ = col(x∗1, . . . , x
∗
r) is a positive equilibrium point that

attracts all solutions of the system (3) with initial condition (4). This completes
the proof of the theorem. �X
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Theorem 3.3. Suppose that hypotheses H2, H3 and H4 hold. If x(t) =
col (x1(t), x2(t), . . . , xn(t)) is a solution (1), with initial condition of the system
(2), then for all i = r + 1, . . . , n, xi(t)→ 0 exponentially as t→∞ and for all
i, 1 ≤ i ≤ r, xi(t) → u∗i as t → ∞ , where u∗ = col (u∗1, . . . , u

∗
r) is the only

equilibrium point of the system

x′i(t) = xi(t)

bi − aiixi(t)− r∑
j=1,j 6=i

aij

∫ t

−∞
Kij(t− s)xj(s)ds

 ,
t ≥ 0, i = 1, . . . , r,

which is guaranteed by the hypothesis H2, (see observation 1.2). The point
col (u∗1, . . . , u

∗
r , 0, . . . , 0) is a global attractor of the system (1).

Proof. By Proposition 2.7, there exists a positive number α = α(x) such that
xi(t) ≥ α > 0 for all i, 1 ≤ i ≤ r, t ≥ 0 and xi(t) → 0 exponentially for
i = r+ 1, . . . , n, as t→ +∞. From this fact and the Lemma 2.2, it follows that

lim
t→+∞

∫ t

−∞
Kij(t− s)xj(s)ds = 0, j = r + 1, . . . , n. (14)

On the other hand, by lemma 2.5, xi(t) is bounded above for all i, 1 ≤ i ≤ r,
and t ≥ 0. Therefore, the components xi(t) for 1 ≤ i ≤ r, are bounded above
and below by positive constants.

By Lemma 2.3 (Fluctuation Lemma) there exist sequences τ in → ∞ and
σin →∞ such that for all i, 1 ≤ i ≤ r,

x′i(σ
i
n)→ 0 and xi(σ

i
n)→ xi = lim sup

t→+∞
xi(t), as n→∞, and

x′i(τ
i
n)→ 0 and xi(τ

i
n)→ xi = lim inf

t→+∞
xi(t), as n→∞.

By (14),

lim
n→+∞

∫ σi
n

−∞
Kij(σ

i
n − s)xj(s)ds = 0, j = r + 1, . . . , n, (15)

and

lim
n→+∞

∫ τ i
n

−∞
Kij(τ

i
n − s)xj(s)ds = 0, j = r + 1, . . . , n. (16)

On the other hand,
∫ t
−∞Kij(t − s)xj(s)ds for i, j, 1 ≤ i, j ≤ r and t ≥ 0 are

bounded, without loss of generality we may assume that for all i, j, 1 ≤ i, j ≤ r,∫ τ i
n

−∞Kij(τ
i
n − s)xj(s) and

∫ τ i
n

−∞Kij(τ
i
n − s)xj(s)ds both converge.
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Substituting the sequences τ in and σin into the system (1), we obtain for
each i, 1 ≤ i ≤ r,

x′i(τ
i
n) = xi(τ

i
n)

bi − aiixi(τ in)−
n∑

j=1,j 6=i

aij

∫ τ i
n

−∞
Kij(τ

i
n − s)xj(s)ds

 ,

x′i(σ
i
n) = xi(σ

i
n)

bi − aiixi(σin)−
n∑

j=1,j 6=i

aij

∫ σi
n

−∞
Kij(σ

i
n − s)xj(s)ds

 .
When n→ +∞,

0 = xi

bi − aiixi − r∑
j=1,j 6=i

aij lim
n→+∞

∫ τ i
n

−∞
Kij(τ

i
n − s)xj(s)ds

 ,

0 = xi

bi − aiixi − r∑
j=1,j 6=i

aij lim
n→+∞

∫ σi
n

−∞
Kij(σ

i
n − s)xj(s)ds

 .
As in the proof of the theorem 3.2, the desired conclusion is reached. This
completes the proof of the theorem. �X

4. Examples

In this section we shall give two examples to illustrate the conclusions of The-
orems 3.1 and 3.2. In the first one the conclusions of Theorem 3.1 will be
illustrated and in the second one, those of Theorem 3.2.

Example 4.1. Consider the system

x′i(t) = xi(t)

bi − aiixi(t)− 3∑
j=1,j 6=i

aij

∫ +∞

0

kij(s)xj(t− s)ds

 , i = 1, 2, 3

(17)
where

b1 = 9/2, b2 = 5/2, b3 = 7/2,

a11 = 2, a12 = 2, a13 = 3,

a21 = 9/2, a22 = 9/2, a23 = 3/7,

a31 = 64, a32 = 64, a33 = 32,

K12 = β12e
−β12t, K13(t) = β13e

−β13t, K21(t) = β21e
−β21t,

K23 = β23e
−β23t, K31(t) = β31e

−β31t, K32(t) = β32e
−β32t,
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and βij , 1 ≤ i, j ≤ 3, i 6= j are positive numbers.Thus for k = 2 there exists
i2 = 1 such that

b2a11 − b1a21 =
5

2
(2)− 9

2

(
9

2

)
= −61

4
< 0.

And for k = 3 there exists i3 = 2 such that

b3a21 − b2a31 =
7

2

(
9

2

)
−
(

5

2

)
64 = −577

4
< 0,

b3a22 − b2a32 =
7

2

(
9

2

)
−
(

5

2

)
64 = −577

4
< 0,

b3a23 − b2a33 =
7

2

(
3

7

)
−
(

5

2

)
32 = −157

2
< 0.

Hence hypothesis H1 is fulfilled. It is clear that µij =
1

βij
for 1 ≤ i, j ≤ 3

and i 6= j. This shows that assumption H3 holds. Therefore, all conditions in
Theorem 3.1 are satisfied. It is to be noted that, by the remark 1.3, we know

that the equilibrium points for the system (17) are given by col

(
b1
a11

, 0, 0

)
=

col

(
9

4
, 0, 0

)
, col

(
0,

b2
a22

, 0

)
= col

(
0,

5

9
, 0

)
, col

(
0, 0,

b3
a33

)
= col

(
0, 0,

7

64

)
and col (0, 0, 0); it is also known, by the remark 1.3, that the positive critical
points are the positive solutions of the linear system of 3 equations with 3
unknowns, solving the system

3∑
j=1

aijxj = bi, i = 1, 2, 3.

It can be easily verified that the only critical points with non-negative com-
ponents are those generated by the remark 1.4. By Theorem 3.1 we conclude
that for any solution x(t) = col(x1(t), x2(t), x3(t)) of the system (17), with
initial conditions (2), it has the property that x2(t) and x3(t) are extinct and

lim
t→+∞

x1(t) =
9

4
, that is, the point col

(
9

4
, 0, 0

)
is the only global attractor of

the system (17). �

Example 4.2. Consider the system

x′i(t) = xi(t)

bi − aiixi(t)− 4∑
j=1,j 6=i

aij

∫ +∞

0

Kij(s)xj(t− s)ds

 , i = 1, 2, 3, 4,

(18)
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where

b1 = 16, b2 = 16, b3 = 2,

b4 = 2, a11 = 5, a12 =
1

2
,

a13 = 1, a14 = 1, a21 =
1

2
,

a22 = 5, a23 = 1, a24 = 1,

a31 = 5, a32 = 1, a33 = 1,

a34 = 1 a41 = 4, a42 = 1,

a43 = 1, a44 = 1,

K12 = 200e−200t, K13(t) = β13e
−β13t, K14(t) = β14e

−β14t,

K21(t) = 200e−200t, K23(t) = β23e
−β23t, K24(t) = β24e

−β24t,

K31(t) = β31e
−β31t, K32(t) = β32e

−β32t, K34(t) = β34e
−β34t,

K41(t) = β41e
−β41t, K42(t) = β42e

−β42t, K43(t) = β43e
−β43t.

and βij , 1 ≤ i, j ≤ 4, i 6= j are positive numbers. Thus for k = 3, there exists
i3 = 1 such that

b3a11 − b1a31 = (2) (5)− (16) (5) = −70 < 0,

b3a12 − b1a32 = 2

(
1

2

)
− (16) (1) = −15 < 0,

b3a13 − b1a33 = 2 (1)− (16) (1) = −14 < 0,

And for k = 4 there exists i4 = 1 such that

b4a11 − b1a41 = 2 (5)− (16) (4) = −54 < 0,

b4a12 − b1a42 = 2

(
1

2

)
− (16) (1) = −15 < 0,

b4a13 − b1a43 = b4a14 − b1a44 = 2 (1)− (16) (1) = −14 < 0.

Hence hypothesis H1 is satisfied. On the other hand, for i = 1, 2,

b1 = 16 > a12

(
b2
a22

)
=

(
1

2

)(
16

5

)
=

8

5
,

b2 = 16 > a21

(
b1
a11

)
=

(
1

2

)(
16

5

)
=

8

5
.
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So the hypothesis H2 is fulfilled. Clearly µij =
1

βij
< ∞ for 1 ≤ i, j ≤ 4

and i 6= j. This shows that assumption H3 holds. Therefore all conditions of
Theorem 3.3 are satisfied. By observation 1.3, it is known that the equilibrium

points for the system (18) are given by col

(
b1
a11

, 0, 0, 0

)
= col

(
16

5
, 0, 0, 0

)
,

col

(
0,

b2
a22

, 00

)
= col

(
0,

16

5
, 0, 0

)
, col

(
0, 0,

b3
a33

, 0

)
= col (0, 0, 2, 0),

col

(
0, 0, 0,

b4
a44

)
= col (0, 0, 0, 2) and col (0, 0, 0). In addition the positive crit-

ical points are the positive solutions of the linear system of 4 equations with 4
unknowns, solving the system

4∑
j=1

aijxj = bi, i = 1, 2, 3, 4.

It can be easily verified that the only critical point with non-negative com-

ponents is col

(
32

11
,

32

11
, 0, 0

)
. Therefore, we conclude by Theorem 3.3 that for

any solution x(t) = col (x1(t), x2(t), x3(t), x4(t)) of the system (18), with initial
conditions (2), it has the property that species x3(t) and x4(t) are extinct and

x1(t)→ x∗1, x2(t)→ x∗2 as t→ +∞, where x∗ = col (x∗1, x
∗
2) = col

(
32

11
,

32

11

)
is

the solution x′1(t) = x1(t)
[
16− 5x1(t)− 1

2

∫ +∞
0

200e−200sx2(t− s)ds
]
,

x′2(t) = x2(t)
[
16− 5x2(t)− 1

2

∫ +∞
0

200e−200sx1(t− s)ds
]
.

that is, the point col

(
32

11
,

32

11
, 0, 0

)
is the only global attractor of the system

(18).
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