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Abstract. In this work, we prove the existence of limit cycles in planar
systems that can be written as appropriate perturbations of Hamiltonian
systems. In particular, we obtain criteria for the existence of limit cycles for
Liénard-type systems. We present examples in order to illustrate our results.
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Sobre la existencia de ciclos límite de ciertos campos

vectoriales en el plano

Resumen. En este trabajo, demostramos la existencia de ciclos límite en
sistemas planos que pueden escribirse como perturbaciones apropiadas de
sistemas Hamiltonianos. En particular, obtenemos criterios de existencia de
ciclos límite para sistemas tipo Liénard. Además, presentamos algunos ejem-
plos con el fin de ilustrar los resultados obtenidos.
Palabras clave: Teorema de Poincaré-Bendixson, anillo invariante, ecuación
de Liénard, ciclos límite.

1. Introduction

The main goal of the qualitative theory of differential equations is the topological
description of properties and configurations of solutions of differential systems in the
whole space or the subset wherein they are defined. In the planar case, the periodic
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orbits (in particular, the limit cycles) are one of the most important objects in the study
of differential systems. Given an open set Ω ⊆ R

2, we consider the system
{

ẋ = f1(x, y),
ẏ = f2(x, y), (x, y) ∈ Ω,

(1)

where f1 and f2 are real C1-functions on Ω. Considering the vector field F (x, y) =
(f1(x, y), f2(x, y)), the system (1) can be rewritten in the form ẇ = F (w), w = (x, y) ∈
Ω. An important class of trajectories of (1) are given by the limit cycles.

Definition 1.1. A limit cycle of the system (1) is a periodic orbit γ ∈ Ω for which there
is at least one other solution tending towards γ when t → +∞ or t → −∞.

It is well known that for a polynomial vector field a limit cycle is a periodic orbit which
has an annulus-like neighborhood free of other periodic solutions.

The Poincaré-Bendixson theorem (see [2],[6] and [5]) plays an important role in the study
of the qualitative behaviour of autonomous differential equations on R

2. It describes the
structure of limit sets in such systems. An immediate and useful consequence of Poincaré-
Bendixson theorem which is often applied to prove the existence of limit cycles is the
following:

Corollary 1.2. If the system (1) has a positively (negatively) invariant annular region
A ⊂ Ω that is singular-point free, then A contains at least one periodic orbit. If in
addition, some point in the interior of A is in the forward (backward) orbit of a point on
the boundary of A, then A contains at least one limit cycle.

Of course, the main difficulty in applying the above result is to find a suitable annular
region A (also called a trapping region). A classic strategy to obtain trapping regions is
to study the behavior of the vector field on the boundary of domains delimited by the
level sets of an adequate real function (see [1],[3],[5] and [7]), we take advantage of this
argument for our results.

This work deals with the problem of existence of limit cycles for some planar differential
systems, written as convenient perturbations of Hamiltonian systems. We provide a
method to construct vector fields admitting trapping regions. In particular, we obtain
criteria for the existence of limit cycles for Liénard-type systems. We also present several
examples to illustrate our results.

2. Existence Results

Given H a C2-function defined on R
2, we consider the following assumptions on it:

(H1) H−1(0) = {(0, 0)}.

(H2) There exists cmax, such that H−1(c) delimits the boundary of a convex region for
all 0 < c < cmax, with the possibility of having cmax = ∞.

As usual, the Hamiltonian vector field XH is defined by XH := (∂H
∂y

,−∂H
∂x

).

Definition 2.1. Assume that H : R2 → R satisfies (H1)-(H2), and let f : R2 → R be a
C1-function. We say that f is “H-change sign”, if the following conditions hold:
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i) f(0, 0) < 0 (or f(0, 0) > 0);

ii) there is a real number rf > 0, with rf < cmax such that f(x, y) > 0 (f(x, y) < 0,
respectively) in {(x, y) ∈ R

2 | H(x, y) ≥ rf}.

We say that f1, f2 are H-change sign of the same type if f1(0, 0) and f2(0, 0) have the
same sign.

Theorem 2.2. Assume that H : R2 → R satisfies (H1)-(H2) and the origin is the only
critical point of XH . Let f, g : R2 → R be C1-functions. Suppose that f is H-change
sign and that g nowhere vanishes. Then, the vector field

X := gXH +

(

0,−f(x, y)
∂H

∂y

)

(2)

admits at least one limit cycle.

Proof. Assume the case f(0, 0) < 0. Since the origin is the only singular point of XH ,
then it is the only singular point of the vector field X . Consider the level curves Hc ={
(x, y) ∈ R

2|H(x, y) = c
}
, for 0 < c < cmax. Consider αc to be the angle between Hc

and the vector field X . This angle is determined by the inner product of ∇H and X

evaluated at Hc, obtaining:

αc = g
∂H

∂x

∂H

∂y
− g

∂H

∂y

∂H

∂x
− f(x, y)

(
∂H

∂y

)2

= −f(x, y)

(
∂H

∂y

)2

.

Given the assumptions on f(x, y), we have that close to the origin trajectories of X point
outward to the level curves of H , and far away from the origin (when H(x, y) ≥ rf ) tra-
jectories point inward. Using Poincaré-Bendixson theorem we conclude that the trapping
region must contain at least one limit cycle. �XXX

From Theorem 2.2 we require that the origin is the only singular point of the Hamiltonian
system. The following easy result gives some sufficient conditions for uniqueness of
singular point.

Lemma 2.3. Let H : R2 → R be a C2-function; then the origin is the only singular point
of XH , if any of the following conditions holds:

(V1) y ∂H
∂y

(0, y) > 0 for y 6= 0;

y1 ≥ y2 for x1 < x2 where ∂H
∂y

(xi, yi) = 0 for i = 1, 2;

x∂H
∂x

(x, 0) > 0 for x 6= 0;

y1 ≤ y2 for x1 < x2 where ∂H
∂x

(xi, yi) = 0 for i = 1, 2.

(V2) y ∂H
∂y

(0, y) > 0 for y 6= 0;

y1 ≤ y2 for x1 < x2 where ∂H
∂y

(xi, yi) = 0 for i = 1, 2;

x∂H
∂x

(x, 0) > 0 for x 6= 0;
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y1 ≥ y2 for x1 < x2 where ∂H
∂x

(xi, yi) = 0 for i = 1, 2.

(V3) The origin is the unique critical point of the function H.

(V4) The function H is positive definite.

Remark 2.4. Furthermore, in the assumptions (V1) and (V2) we guarantee that the
trajectories turn clockwise.

Proposition 2.5. Assume that H : R2 → R satisfies (H1)-(H2) and that (V1), (V2),
(V3) or (V4) hold true. Let f, g : R2 → R be C1-functions. Suppose that f is H-change
sign and that g nowhere vanishes. Then the vector field

X := gXH +

(

−f(x, y)
∂H

∂x
, 0

)

(3)

admits at least one limit cycle.

Proof. The proof is similar to Theorem 2.2 and we omit it. �XXX

Corollary 2.6. Under the hypotheses of Theorem 2.2 and n ∈ N ∪ {0}, the vector fields

i) X := gXH+
(
−f(x, y)

(
∂H
∂x

)2n+1
, 0
)
, ii) Y := gXH+

(

0,−f(x, y)
(

∂H
∂y

)2n+1
)

,

admit at least one limit cycle.

Let us consider the following Liénard-type system:

{
ẋ = y2n+1,

ẏ = −x2m+1 − f(x, y)y2n+1,
(4)

where m,n ∈ N ∪ {0}. We obtain the next result:

Corollary 2.7. Let f : R2 → R be a C1-function, and suppose that the following conditions
hold:

i) f(0, 0) < 0 (or f(0, 0) > 0);

ii) there is r0 such that f(x, y) > 0 (f(x, y) < 0 respectively) for all (x, y) ∈ R
2 with

x2m+2 + y2n+2 ≥ r0.

Then the system (4) admits at least one limit cycle.

Proof. Taking H(x, y) = x2m+2

2m+2
+ y2n+2

2n+2
and g = 1, then the vector field (2) yields the

system (4), thus the result follows from Theorem 2.2. �XXX
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Proposition 2.8. Assume that H : R2 → R satisfies (H1)-(H2) and the origin is the only
critical point of XH . Let fi : R

2 → R, i = 1, ..., j, for j ∈ N, j < ∞ be C1-functions.
Suppose that the functions fi are H-change sign of the same type and ni ∈ N∪{0}. Then
the vector field

X := XH −

(

0,

j∑

i=1

fi

(
∂H

∂y

)2ni+1
)

(5)

admits at least one limit cycle.

Proof. The proof is analogous to that of Theorem 2.2 and we omit it. �XXX

A slight variation of the above proposition is given by the following

Proposition 2.9. Assume that H : R2 → R satisfies (H1)-(H2) and that (V1), (V2),
(V3) or (V4) hold true. Let fi : R

2 → R, i = 1, 2 be C1-functions. Suppose that f1 is
H-change sign, f1(0, 0) < 0, f2 ≥ 0 and n ∈ N. Then the vector field

X := XH −

(

0, f1

(
∂H

∂y

)

+ f2

(
∂H

∂y

)2n+1
)

(6)

admits at least one limit cycle.

3. Examples and applications

We now explore examples of planar systems, written as convenient perturbations of
Hamiltonian systems. Using our previous results we prove the existence of at least one
limit cycle in such systems.

Example 3.1. Consider H(x, y) = 2x2+2xy+y2 a positive definite function and f(x, y) =
x2 + 2y2 − 2. Then the system

{
ẋ = 2x+ 2y,
ẏ = −4x− 2y − (x2 + 2y2 − 2)(2x+ 2y),

admits at least one limit cycle by Theorem 2.2.

Example 3.2. Consider H(x, y) = x4 + x2 + y4 and f(x, y) = 2x2 + y2 − 1. Then the
system

{
ẋ = 4y3,
ẏ = −4x3 − 2x− 4(2x2 + y2 − 1)y3,

admits at least one limit cycle by Theorem 2.2.
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Figure 1. Example 3.1.

.

Figure 2. Example 3.2.

Example 3.3. For H(x, y) = x2 + xy + y2 and f(x, y) = x2 + y4 − 1, we consider
{

ẋ = 2y + x,

ẏ = −2x− y − (x2 + y4 − 1)(2y + x)3.

By Corollary 2.6 the system admits at least one limit cycle.

Figure 3. Example 3.3.

Example 3.4. Assume that H : R2 → R satisfies (H1)-(H2) and that the origin is the
only singular point of XH . Let α : R → R be nonnegative, monotone increasing (resp.
decreasing) for x > 0 (resp. x < 0) continuous function and α(0) < r < supα(x). Then
the vector field

X := aXH +

(

0,−(α(H)− r)
∂H

∂y

)

, a 6= 0, α(0) < r < supα(H),

admits at least one limit cycle.
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The next corollary recovers the existence part of Corollary 3.1.1 in [4]:

Corollary 3.5. Let us consider system
{

ẋ = y2n+1,

ẏ = −x2n+1 − f(x, y)y2n+1, n ∈ N ∪ {0},
(7)

and let f : R2 → R be a C1-function, and suppose that the following conditions hold:

i) f(0, 0) < 0 (or f(0, 0) > 0);

ii) there is r0 such that f(x, y) > 0 (f(x, y) < 0 respectively) for all (x, y) ∈ R
2 with

x2n+2 + y2n+2 ≥ r0.

Then the system (7) admits at least one limit cycle.

This can be seen by using H(x, y) = 1

2n+2
(x2n+2 + y2n+2). We also note that the

preceding corollary includes some results in [3], Section 4.

Example 3.6. Taking H(x, y) = x2 + x4 + y2, we consider the system
{

ẋ = 2y,
ẏ = 4x3 − 2x− (x2 + y4 − 1)(2y)− (x4 + y2 − 1)(2y)3.

By Proposition 2.8, the system admits at least one limit cycle.

Example 3.7. Taking H(x, y) = ex
4
+y4

, we consider the system
{

ẋ = 4y3ex
4
+y4

,

ẏ = 4x3ex
4
+y4

− (x2 + y2 + y4 − 1)(4y3ex
4
+y4

).

By Theorem 2.2, the system admits at least one limit cycle.

Figure 4. Example 3.6. Figure 5. Example 3.7.

Our existence results raise some natural problems which deserve greater understanding
for example: to obtain conditions for uniqueness, bounds of the number of cycles, stability
or hyperbolicity of the founded limit cycles.
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