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ABSTRACT: Adjusting the stimulation parameters is a challenge in deep brain stimulation (DBS)
therapy due to the vast number of different configurations available. As a result, systems based
on the visualization of the volume of tissue activated (VTA) produced by a particular stimulation
setting have been developed. However, the medical specialist still has to search, by trial and
error, for a DBS set-up that generates the desired VTA. Therefore, our goal is developing a
DBS parameter tuning strategy for current clinical devices that allows defining a target VTA
under biophysically viable constraints. We propose a machine learning approach that allows
estimating the DBS parameter values for a given VTA, which comprises two main stages:
i) A K-nearest neighbors-based deformation to define a target VTA preserving biophysically
viable constraints. ii) A parameter estimation stage that consists of a data projection using
metric learning to highlight relevant VTA properties, and a regression/classification algorithm
to estimate the DBS parameters that generate the target VTA. Our methodology allows setting
a biophysically compliant target VTA and accurately predicts the required configuration of
stimulation parameters. Also, the performance of our approach is stable for both isotropic and
anisotropic tissue conductivities. Furthermore, the computational time of the trained system is
acceptable for real-world implementations.

RESUMEN: Ajustar los parámetros de estimulación es un desafío en la estimulación cerebral
profunda (DBS), debido a la gran cantidad de configuraciones disponibles. Como resultado,
se han desarrollado sistemas basados en la visualización del volumen de tejido activado (VTA)
producido por una configuración de estimulación particular. Sin embargo, el especialista
todavía tiene que buscar, mediante ensayo y error, una configuración DBS que genere el
VTA deseado. Por lo tanto, nuestro objetivo es desarrollar una estrategia de ajuste de
los parámetros de DBS para los dispositivos clínicos actuales que permita definir un VTA
objetivo bajo restricciones biofísicamente viables. Proponemos un enfoque de aprendizaje de
máquina que permite estimar los valores de los parámetros de DBS para un VTA dado, que
consta de dos etapas principales: i) Una deformación basada en K-vecinos más cercanos
para definir un VTA objetivo sujeto a restricciones biofísicas. ii) Una etapa de estimación
de parámetros que consiste en una proyección de datos para resaltar las propiedades
relevantes del VTA, y un algoritmo de regresión/clasificación para estimar los parámetros DBS
necesarios para generar el VTA objetivo. Nuestra metodología permite establecer un VTA
objetivo compatible biofísicamente y predice con precisión la configuración requerida de los
parámetros de estimulación. Además, el rendimiento de nuestro enfoque es estable tanto para
conductividades del tejido isotrópicas como anisotrópicas. Además, el tiempo de cómputo del
sistema entrenado es aceptable para implementaciones en el mundo real.

1. Introduction

Deep brain stimulation (DBS) is a neurological therapy
that consists of sending electrical pulses of particular
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amplitude, pulse width, and frequency to a target region
of the brain through a neurostimulator [1, 2]. DBS
is conducted mainly for the treatment of movement
disorders, such as Parkinson’s disease, dystonia, and
essential tremor [3, 4]. Nowadays, its field of action
has expanded to the treatment of various neurological
disorders [5–8], despite persistent questions about its
mechanisms of action [9, 10]. From a clinical perspective,
one of the significant post-surgical challenges for therapy
success is the DBS device programming. This process
consists of tuning the stimulation parameters (amplitude,
pulse width, frequency and electrode contact state) in
a way that maximizes the therapeutic benefits while
minimizing adverse side effects [11]. Programming the
device is inherently complex due to the high number of
possible stimulation configurations, without mentioning
other patient-dependent variables, such as electrode
placement and local brain conductivity, which makes it
a long and tedious process that depends heavily on the
medical specialist’s experience [12–15].

In the last decade, several applications have been
developed to assist in the programming of DBS devices
based on the visualization of the spatial extent of direct
neuronal activation in response to external electrical
stimulation (Volume of Tissue Activated (VTA)) [16–20].
The VTA visualization with accurate 3D reconstructions
of the stimulation electrode and its surrounding brain
structures allows relating the applied electric pulse train
to the therapeutic effects. So, areas of the structures of
interest that are affected by the DBS can be extracted
based on the VTA [20–22]. Accordingly, systems for VTA
visualization allow the medical specialist to vary the
stimulator parameters while predicting the VTA, and
thereby to gain an idea of the required configuration to
achieve the desired therapeutic outcome [15, 23].

The computation of the VTA is grounded on
electrophysiological models of neural activity that
estimate the brain tissue response to the distribution of
electric potential generated by the stimulator [16, 24, 25].
The complexity of such models varies widely depending
on the level of detail in both the electrical and the neural
characterization of the electrode, and the brain tissue, i.e.,
homogeneous, heterogeneous, (isotropic or anisotropic
brain tissue conductivities); neuronal or axonal models
with idealized or tractography-based morphologies and
trajectories, among others [25–29]. However, even the
simplest model carries a high computational time, so to
allow their integration into practical applications, some
alternative simulation strategies have been developed
[30–32].

In [33], the authors proposed the use of artificial neural
networks to estimate the VTA given a combination of

stimulation parameters. After training the system
with DBS parameters as inputs and elliptic profiles
representing the VTA as outputs, it achieved a lower
computational time than that of standard models [16].
Likewise, our group developed a hierarchical K-nearest
neighbor-based approach that accomplishes the same
goal without simplifying the shape of the VTA [34].
Nonetheless, in spite of the considerable benefits
offered by the previously described VTA computation
and visualization systems, they still depend on a
heuristic search (trial and error) of the stimulation
parameters necessary to generate a target (desired)
VTA. This limitation promises to become increasingly
evident because the designs for new generations of DBS
devices offer an exponentially higher number of possible
combinations of parameters [28, 35–37].

In light of the above, the idea of developing an application
that allows estimating the stimulation parameters from a
target VTA arises. In such a system, the medical specialist
should only define the shape of neuronal activation
that he/she deems necessary to improve the patient’s
symptomatology. Then, the system would return the set
of stimulation parameters that generates the VTA closest
to the desired one, following the restrictions imposed by
the assumed electrophysiological model.

Unlike the problem of estimating the VTA from the
stimulation parameters, the problem in the reverse
direction has been less studied [38]. In [39] the authors
proposed a particle swarm optimization approach to
program DBS devices, assuming each set of stimulation
parameters as a particle. Their approach aims tomaximize
axonal activation in a region of interest, to minimize axonal
activation in an area of avoidance, and to minimize
power consumption. Their algorithms are based on an
optimization function that relies on a smooth activation
to compute the axonal response, this is less costly than
full electrophysiological models of neural activity and
produces accurate predictions for monopolar stimulation.
However, activation function predictions are not accurate
when dealing with bipolar stimulation [33]. This limitation
is not relevant when working with new experimental DBS
devices, such as the one used by Peña et al., because their
complexity allows obtaining any desired VTA shape using
cathodic stimulation only. But it is relevant when working
with current DBS clinical devices, such as the Medtronic’s
ACTIVA series, because bipolar stimulation is sometimes
a necessary strategy to achieve a positive therapeutic
outcome [13], given the limitations of the stimulator.
In this work, we propose a machine learning strategy that
allows obtaining a combination of DBS parameters for
current clinical devices that generates a target VTA. Our
approach considers physical constraints of the stimulation
system and the brain tissue to find an appropriate DBS
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tuning. Broadly, the introduced strategy comprises
the following stages: i) A K-nearest neighbors-based
deformation to define a target VTA preserving biophysically
viable constraints. In this regard, the VTA is represented
as elliptic profiles, following the approach introduced in
[33]. ii) A parameter estimation stage that consists of a
data projection based on Centered Kernel Alignment (CKA)
[40, 41], to highlight relevant VTA properties regarding
DBS parameter variations, and a regression/classification
algorithm using kernel-based machines to estimate the
required stimulation parameters that generate the target
VTA. With the aim of testing the proposal’s flexibility,
computational simulations are conducted under different
scenarios: low, medium, and high brain tissue impedances
values, as well as, isotropic and anisotropic brain tissue
conductivity conditions [21, 25]. For each simulation
scenario provided, a 10-fold cross-validation strategy
is employed. More precisely, a quantitative error value
is computed between the VTA simulated using the gold
standard algorithm [16], and the VTA belonging to the DBS
configuration fixed by our machine learning approach.
Our methodology successfully estimated DBS parameter
combinations for the target VTAs under the different
conditions tested. Concerning the computational time, our
strategy requires less than 1.5 seconds in a computer of
average specifications (see section 3.3) to find a viable DBS
set-up from a target VTA, which would allow its inclusion
in practical applications.

2. Materials and methods

With the aim to support DBS programming tasks, we
introduced a machine learning-based approach that
estimates the required stimulation parameter values
from a given set of ellipses representing a target VTA and
a fixed stimulation pulsed width, defined in function of
the therapeutic requirements identified by the medical
specialist. In particular, our approach estimates the
stimulation amplitude and the activation state and polarity
of the electrode contacts. In what follows, the proposal’s
main stages (see Figure 1) are described in detailed.

2.1 A binary coding for the VTA

The gold standard for VTA estimation involves, as a first
stage, computing the electric potential generated by the
stimulator for a specific set of stimulation parameters
[16]. Each set of Q stimulation parameters relevant for
VTA estimation can be coded as a scalar ω, the pulse
width in µs, and a vector y = [A, c0, c1, c2, c3], where
A is the stimulation amplitude in V, and cr, with r =
0, 1, 2, 3, stands for the activation state and polarity of
the r-th electrode contact (−1: cathode, 0: inactive,
1: anode). The electric potential distribution is then
used to excite multicompartment axon models arranged

in a field in the vicinity of the DBS electrode shaft, as
shown in Figure 2(a). Axons that fire an action potential
as a response to each stimulation pulse are considered
active and their spatial distribution defines the VTA [16].
Thus, a VTA computed from a field of P axons can be
coded as a binary vector x ∈ {0, 1}P through axon
response concatenation, where xp = 1 if the p-th axon
is activated by the stimulation, and xp = 0 otherwise
(p ∈ {1, . . . , P}). Following this representation a
dataset of N VTAs and their corresponding combinations
of stimulation parameters can be stored as matrices
X ∈ RN×P andY ∈ RN×Q−1, and a vector ω ∈ RN ,
where each row vectoryi ∈ RQ−1 (i ∈ {1, . . . , N}) inY,
and each elementωi inω, hold the stimulation parameters
employed to compute the i-th VTA xi ∈ {0, 1}P .

2.2 K-nearest neighbors-based VTA
deformation

In this section, we introduce a strategy to obtain a
target VTA that closely resembles a volume of activation
defined by a specialist. It also follows the restrictions
imposed by the assumed properties of the brain tissue
and by the characteristics of the stimulation device, i.e.
it is constrained by the possible shapes and locations
that a VTA can have, based on a given biophysical
model. The proposed solution consists of a machine
learning technique that uses a characterization of the VTA
through ellipses and approximation by nearest neighbors
to estimate the target or deformed VTA.

Ellipse based characterization of the VTA:

In this stage, we use an ellipse based characterization to
represent and manipulate the VTA, following the approach
first explored in [33]. The VTA is represented by a set of
characteristics that correspond to the centers ([o1, o2]),
and the axes lengths ([a1, a2] and [b1, b2]) of two ellipses,
as shown in Figure 2(b). The centers and axes lengths
of the ellipses are measured with respect to a reference
frame with origin in the electrode tip. When the VTA
can be characterised by a single ellipse, e.g. only one
contact is active, then o1 = o2, a1 = a2, and
b1 = b2. So, the input to the deformation algorithm
is a vector z = [o1, o2, a1, a2, b1, b2] that contains the
geometrical parameters of two ellipses. The use of such
simple geometric forms is intended to allow an intuitive
manipulation of the VTA by a medical specialist familiar
with common VTA graphical representations [15, 17].

VTA deformation method:

Given an input vector z∗ that contains the geometrical
parameters of a pair of ellipses representing a target VTA
and a dataset of N VTAs X ∈ RN×P , a new VTA
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Figure 1 The main sketch of the introduced machine learning approach to support DBS programming. (a) Inputs. The desired pulse
width value ω [µs] and an ellipse-based representation of the target VTA. (b) Deformation and parameter estimation. A KNN-based

deformation is applied to obtain a biophysically compliant and binary coded VTA. Next, a CKA-based projection is carried out to
reveal relevant features regarding DBS parameter variations. Then, a SVM regressor and a SVM classifier are trained to compute

the DBS parameters. (c) Outputs. Amplitude valueA [V ] and electrode contact states c0, c1, c2, c3 ∈ {0,−1, 1}. The achieved DBS
set-up is evaluated by estimating its corresponding VTA

 

 

(a)
 

 

(b)

Figure 2 VTA representation. (a) Representation of an axonal
field built in the vicinity of a DBS electrode (Medtronics electrode
3389). The VTA is defined by the spatial distribution of the axons

activated by the delivered stimulus (green dots). (b)
Ellipse-based characterization of the VTA. The input to the

deformation stage is a VTA represented through a set of
characteristics of two ellipses: their centers [o1, o2], and their

axes lengths [a1, a2] and [b1, b2]

x∗ ∈ {0, 1}P can be approximated through a weighted

average (Equation 1), as follows:

x′ =
∑

x ∈ Ωx

λkxk,∀xk ∈ Ωx, (1)

where Ωx is a set containing the K nearest neighbors of
z∗ in Z = f(X) and λk ∈ R+ (k ∈ {1, . . . ,K}). The
function f(·) characterises every binary VTA vector x inX
in terms of its associated ellipse based representation z.
The neighborhood Ωx (Equation 2) is defined as:

Ωx = {xk : κZ(z, zk) ≤ κZ(z, zK)}, (2)

where zK is the K-th neighbor of z∗ in Z according to a
Gaussian kernel κZ(·, ·) (Equation 3):

κZ(zi, zj) = exp

(
−d

2
e(zi, zj)

2σ2
Z

)
, (3)

where notation de(·, ·) stands for the Euclidean distance
and σZ ∈ R+. The kernel bandwidth was fixed as
σZ = med(de(zi, zj)), where med(·) stands for the
median operator. The Gaussian kernel was selected
because of its representation capacity.

To asses the relative importance of zk, a softmax
gating function is used to estimate λk (Equation 4):

λk =
κZ(z

∗, zk)∑
zj ∈ Ωz

κZ(z∗, zj)
, (4)

whereΩz is the set containing the corresponding elements
of Ωx in the ellipse-based representation space. Finally, a
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thresholding procedure (µ ∈ [0, 1]) is applied to estimate
the new binary VTA x∗ (Equation 5) as:

x∗ =

{
1 x′ > µ
0 otherwise

. (5)

Figure 3 outlines themain steps required to implement the
above described method. This approach allows estimating
a target VTA whose characteristics match those of the
VTAs in a precomputed dataset, both in terms of their
mathematical representation and biophysical behavior.
The deformed VTA and the precomputed dataset can then
serve as inputs to the algorithms for parameter estimation.

2.3 Parameter estimation

We use an approach based on kernel methods to estimate
the configuration of stimulation parameters that generates
the VTA closest to the target volume. Figure 4 outlines
our approach. It employs Centered Kernel Alignment
(CKA) to map the target VTA to a lower dimensional
space where the VTA characteristics that better allow
predicting the parameters that could have generated
the target volume are highlighted. Then, it employs
regression and classification Support Vector Machines
(SVMs) algorithms to find the stimulation parameters,
following the restrictions imposed by the DBS system.

CKA-based data projection:

CKA allows quantifying the similarity between two sample
spaces, such as the VTAs and the DBS parameters,
by comparing two characterizing kernel functions [40].
Provided a VTA dataset X ∈ RN×P , and the
corresponding DBS parameters Y ∈ RN×Q−1 and
ω ∈ RN , we define two Gaussian kernel matrices
KX ∈ RN×N and KY′ ∈ RN×N . The first matrix
holds elements kXij = κX(xi,xj) with xi, xj ∈ X,

while the second matrix has elements kY
′

ij = κY′(y′
i,y

′
j)

with y′
i, y′

j ∈ Y′, Y′ = {Y,ω} ∈ RN×Q. The CKA
alignment can be estimated as (Equation 6):

ρ̂
(
K̄X, K̄Y′

)
=

⟨K̄X, K̄Y′⟩F

(⟨K̄X, K̄X⟩F⟨K̄Y′ , K̄Y′⟩F)1/2
, (6)

where K̄ stands for the centered kernel matrixK obtained
as K̄ = ĨKĨ, where Ĩ = I− 1⊤1/N is the empirical
centering matrix, I ∈ RN×N is the identity matrix,
1 ∈ RN is an all-ones vector, and ⟨K̄α, K̄β⟩F =√
Tr(K̄αK̄T

β ) denotes the matrix-based Frobenius norm.

For the Gaussian kernel κY′ the pairwise comparison
between samples y′

n and y′
m is performed using the

Euclidean distance operator de(·, ·), while for κX the
Mahalanobis distance (Equation 7) is selected. Namely, the

distance function of κX is fixed as:

d2Γ(xi,xj) = (xi − xj)ΓΓ
⊤ (xi − xj)

⊤ (7)

where Γ ∈ RP×M , with M < P , is a linear projection
matrix, and ΓΓ⊤ is the corresponding inverse covariance
matrix. Then, the projection matrix Γ is computed by
solving the following optimization problem (Equation 8):

Γ̂ = argmax
Γ

log
(
ρ̂
(
K̄X, K̄Y′ ;Γ

))
, (8)

where the logarithm function is used for mathematical
convenience. After estimating Γ̂ we use it to linearly map
x∗ ∈ {0, 1}P to a lower-dimensional space (Equation 9):

x∗
Γ = x∗Γ, x∗

Γ ∈ RM . (9)

This mapping facilitates the estimation of the DBS
parameters and decreases computational time of the
estimation process.

Parameter estimation algorithms:

The mapped VTA x∗
Γ ∈ RM is then concatenated with the

information provided by the ellipse-based characterization
of the VTA z∗ and the pulsewidth valueω determined by the
specialist to form the input vector v∗ = [z∗,x∗

Γ, ω] ∈ RL,
with L < P . The ω value is added to the input vector
to avoid the ill-conditioning of the parameter estimation
problem, that is, the fact that different sets of stimulation
parameters can lead to the same VTA. Such constraints on
ω have also been included in other parameter estimation
approaches [39]. Next, the proposed framework uses two
kernel machines to estimate the appropriate amplitude
and electrode contacts configuration (maximum two active
contacts at a time) for v∗. A SVM regressor is used to
model the amplitude; while the state of each electrode
contact is modeled by an SVM classifier, through a one
versus the rest scheme [42].

Given X, Y and ω, we define V = [Z,XΓ,ω] ∈ RN×L,
with XΓ = XΓ ∈ RN×M . From Y we extract a vector
ψR ∈ RN and a matrix ΨC ∈ {−1, 0, 1}N×4 holding
the amplitude values and the contacts configuration,
respectively. Next, we build two functions: the first
function fR:RM→R estimates the amplitude parameter
ψR
i ∈ R in ψR as: ψ̂R

i = fR(vi) = φR(vi)w+b, where
w ∈ RMR , b ∈ R, and φR:RM→RMR . Then, a support
vector regression optimization problem (Equation 10) can
be defined as follows:

w∗, b∗ = argmin
w,b

1

2
∥w∥2 + γR

N∑
i=1

ς(ui), (10)

where γR ∈ R+ is a regularization parameter,
ui = ψR

i −ψ̂R
i , and ς(ui) = (u−ϵ)2 if ui≥ϵ, otherwise,

ς(ui) = 0 (ϵ ∈ R+).
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Figure 3 Outline of the proposed VTA deformation method. Given a pair of ellipses representing a desired VTA z∗, a VTA datasetX
is mapped to the ellipse based representation space through the mapping function f(·) to obtain the feature space Z. Next, the

Gaussian similarity between z∗ and every element of Z is computed to determine which ellipses in Z are the closest to the new pair
of ellipses. Finally, a new binary VTA x∗ is obtained through a K-nearest neighbors approximation, that is, a weighted average of the

VTAs inX corresponding to theK ellipses in Z closest to z∗

Regarding the second function, fC :RM→{−1, 0, 1},
which allows computing the DBS contact configuration
vector ψC

i ∈ {−1, 0, 1}4 in ΨC , we built a soft margin
support vector classifier over V to compute the r-th
contact value as (Equation 11):

ψ̂C
ir = fCr (vi) =

N∑
j=1

ϱrjψ
C
jrκv(vi,vj) + ar, (11)

where ϱrj ∈ R is the weight of training sample j for the
r-th classifier and ar ∈ R is a bias term [42].

2.4 Experiments and validation scheme

To evaluate the performance of the proposedmethodology,
we built six VTAs datasets, each one generated by 1, 000
pseudo-randomly selected combinations of commonly
used stimulation parameters for the Medtronic ACTIVA-RC
stimulator [13, 43]. We limited the DBS stimulation
parameter space as follows: a maximum of two electrode
contacts were considered simultaneously active, i.e.
monopolar (one active contact) and bipolar (two active
contacts) configurations. The electric potentials of each
dataset were generated for 200monopolar and 800 bipolar
stimulation configurations, with a set frequency of 130
Hz. Finally, the amplitude was restricted to the range
A ∈ [0.5, 5.5] V in steps of 0.5 V, and the pulse-width to
ω ∈ [60, 450] µs in steps of 30 µs.

To simulate the electric potential generated by each
combination of stimulation parameters in the datasets, we
modeled the brain tissue as a cube of length 10 cm, and
positioned a 3D model of a clinical electrode (Medtronic
DBS 3389 electrode) [27] in the middle of it. For half
of the datasets we assumed an isotropic bulk tissue
conductivity of 0.2 Sm−1. For the other half we used
diffusion tensor-based conductivities to model anisotropic
conditions in the basal ganglia region [21, 44, 45]. We
also included a representation of a 0.5 mm encapsulation
layer around the electrode and set its conductivity to three
different values (0.680 Sm−1, 0.128 Sm−1, 0.066 Sm−1)
to represent low (∼ 500 Ω), medium (∼ 1, 000 Ω), and
high (∼ 1, 500 Ω) impedance conditions [25, 33]. Each of
the three datasets built per bulk brain tissue conductivity
condition corresponds to a different conductivity value
for the encapsulation layer. The model also integrated
a voltage drop of 48% at the electrode-tissue interface.
We used the same boundary conditions as in [19] and [?
] to model the active contacts of the electrode and the
ground. Afterwards, we used the finite element method
(FEM ) [46] software COMSOL Multiphysics 4.3 to obtain
the electric potential distribution in the brain tissue model
for a particular combination of stimulation parameters by
solving the Poisson’s equation.

Then, to simulate the neural response to the stimulation
for the isotropic case, the electric potential was
interpolated onto each section of a field of 4, 144
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Figure 4Main scheme of the DBS parameter estimation approach based on kernel methods. Given a low-dimensional VTA obtained
by CKA, the ellipse based representation of said VTA, and a pulse width value ω, the stimulation parameters for the target volume

are computed through five SVMs: one regression for the amplitude, and four independent classifiers for the state of each electrode
contact

multi-compartment axon models of diameter 5.7 µm,
which were oriented perpendicularly to the axis of the
electrode, and positioned into a grid of width 9 mm,
height 27.75 mm, and inter-axonal space 0.25 mm in
both the vertical and the horizontal directions [47]. For
the anisotropic case, the field consisted of 8, 112 axon
models oriented in four different directions perpendicular
to electrode axis, with an inter-axonal spacing of 0.5 mm.
The response of the axons to the stimulating potentials
defined each VTA: axons that fired an action potential
per stimulation pulse were considered active and their
positions in space shaped the VTA [16]. All the axonal
response simulations were implemented in NEURON 7.3
configured as a Python module [48].

Finally, to asses the performance of the proposed
methodology we characterized each VTA in the datasets
in terms of their ellipse based representation. These
ellipses and their associated pulse widths were used
as inputs to the machine learning algorithms. The CKA
optimization problem (equation (8)) was solved through
iterative gradient descent optimization. The support
vector regression optimization problem (equation (10)) and
each classifier (equation (11)) were solved by quadratic
optimization from the well-known SVM dual formulation
[42]. The parameters of these algorithms were selected
through nested cross-validation. Then, the returned DBS
parameters were used to estimate new VTAs, through the
methodology described in [34]. Lastly, the new VTAs were
directly compared with the corresponding reference VTAs
in the datasets through the error metric (Equation 12)
introduced in [33]:

error =
FP + FN

AA
, (12)

where FP and FN are the false positives and false
negatives with respect to the reference VTA, and AA
is the reference number of active axons. We chose
this evaluation approach because the final aim of our
methodology is to estimate a set of parameters that would
generate a VTA as close as possible to the target volume.
Also, we chose a simplified VTA estimation method for
the last part of the validation scheme, instead of the gold
standard, because any practical application would require
a fast computation of the VTA generated by the estimated
parameters (that may differ slightly from the defined
target) and the gold standard is too computationally
intensive for that purpose. It is important to note
that any other fast VTA computation method of similar
performance, such as the one in [33], could have been used
as part of the validation scheme. Additionally, we carried
out tests to evaluate the performance of the machine
learning algorithms in the different stages of the proposed
methodology, e.g. the precision in the estimation of the
stimulation parameters by the SVMs. All experiments
were implemented in Matlab R2015a following a nested
cross-validation schemewith 10 repetitions, where 70% of
the samples were used as a training set and the remaining
30 % as a test set. According to the nested scheme,
the free parameters of the algorithms were tuned using
80 % − 20 % 5-fold cross-validation over the training
set for each of the main repetitions. Finally, in order
to study if there are statistically significant differences in
the performance of the proposed method regarding the
impedance and conductivity conditions tested, we used the
Kruskal-Wallis test over the error distributions obtained
from the cross-validation scheme. If the null hypothesis
for equal medians is rejected, we performed multiple
comparison tests using the Tukey-Kramer scheme [49]. All
significance levels were measured at 5%.
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3. Results

3.1 VTA deformation

The first stage of the proposed methodology resides
in the VTA deformation from a set of ellipses and their
associated parameters. In turn, the free parameters of the
algorithm, the number of neighbors K and the threshold
µ, were tuned through a 10-fold grid search in the ranges
K = [1, 99] and µ = [0, 1] aiming for the combination of
parameters that generated the smallest error. That is,
the smallest error between the deformed VTAs, obtained
from the ellipse based characterization of the datasets,
and the reference VTAs. Figure 5 shows the average
error surface obtained in function of K and µ for the VTA
deformation algorithm in the isotropic (Figure 5(a)) and
anisotropic (Figure 5(b)) conditions, for an impedance of
1, 000 Ω. For both conductivity conditions it was found
that the combination of parameters that generated the
smallest error were K = 3 y µ = 0.4. The behavior
of these error surfaces with respect to the number of
neighbors K indicates smooth variations among VTAs,
since small neighborhoods yield the smallest errors (the
same behavior was observed for the remaining impedance
values).

Once the parameters of the algorithm were tuned, its
performance was evaluated for each impedance value and
conductivity condition. Figure 6 shows the errors obtained.
Overall, the performance of the deformation algorithm
is not significantly affected by the impedance value,
except for low impedance in the anisotropic condition.
Namely, for the anisotropic condition the pairwise
statistical comparison of the obtained error distributions
for low-medium, low-high, and medium-high impedances
yields p-values of 0.042, 4e-4, and 0.166, respectively.
While for the isotropic condition an analogous analysis
yields p-values of 0.695, 0.329, and 0.065. On the other
hand, a notorious difference between the error levels
in the isotropic and anisotropic conditions is observed,
with the latter doubling those of the former. However,
even for that condition the error remains low. These
low error levels indicate that the proposed deformation
method allows for a satisfactory reconstruction based on
a binary representation from the parameters of a set of
ellipses [33], following the restrictions imposed by the
tissue and by the stimulation system. Also, the method
achieves the latter by estimating a new VTA from a set of
precomputed VTAs through a weighted average. Thus, the
new VTA inherits the properties of the neighboring VTAs,
under the assumption of smooth variations among the
theoretically possible shapes that the VTA can hold.
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Figure 5 Average error in the deformation of the VTA from a set
of ellipses. (a) Isotropic conditions and (b) anisotropic conditions,

for an impedance of 1000 Ω. The error variance remained
relatively constant, at around 0.16 for the isotropic case and 0.25

for the anisotropic case, for the values ofK and µ analysed
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Figure 6 Box-whisker plots of the errors obtained for the
ellipse based deformation method, discriminated by impedance

value for the isotropic (bottom row) and anisotropic (top row)
conditions

3.2 Parameter estimation

Five independent SVMs were trained, one machine for
regression (amplitude) and fourmachines for classification
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(contacts state), to estimate the parameters of stimulation
that allow generating the target VTA. As evaluation metrics
we used the relative error for the regression machine and
the classification accuracy for the classification machines,
where the relative error was defined as the ratio of the
absolute error of the estimated value ofA to the true value
of A. Figure 7 shows the relative error in the estimation
of the stimulation amplitude A, and the estimation
accuracy for contacts c0 to c3, discriminated by impedance
condition and brain tissue conductivity, isotropic (7(a) to
7(c)) and anisotropic (7(d) to 7(f)). The relative error in
the estimation of the amplitude for the isotropic condition
oscillates between 0.15 and 0.17. For the state of the
electrode contacts the estimation accuracy is higher
than 90%. For the anisotropic condition, relative errors
of about 0.25 for the amplitude and accuracies of about
90% for the state of each of the electrode contacts are
obtained. Except for the low impedance value where the
lower bound of the accuracy is about 80%. In comparison
with the isotropic condition, these relative errors are
higher and the accuracies are evidently lower. For both
conditions there is also an upward trend in the mean
values of the accuracy as the value of the impedance of
the encapsulation tissue increases, with an accompanying
reduction in the dispersion of the accuracy data for the
estimation of the activation state of each contact.

Figures 8(a) to 8(c) show the number of support vectors,
expressed as a percentage of the total number of
elements of the training set, used by the classification
machines trained to estimate the state of each of the
contacts, for each impedance condition under study in
the isotropic condition. Figures 8(d) to 8(f) show the
support vectors used in the anisotropic condition. Overall,
the small percentage of support vectors points to the
fact that the classifiers are not overfitting the data.
Besides, a downward trend is observed in the number
of vectors used by the machines in the training as the
impedance increases, which indicates that discerning the
configuration of each contact for low impedance values
was more challenging for the classification SVMs, since
the percentage of support vectors tends to increase as
the underlying function or decision boundary becomes
more complex [42]. This behaviour, and in general the
lower performance for low impedance conditions, is due
to the fact that the volumes under those conditions tend
to cover the spatial regions adjacent to the activated
contacts, including areas corresponding to non-active
contacts as shown in Figure 9(a), making it difficult to
identify the activation state and polarity of each of the
four electrodes. In contrast, for high impedance values
the extent of tissue activated by the electrical stimulation
is reduced, which leads to clearly separated volumes for
each contact, as shown in Figures 9(b) and 9(c). On the
other hand, the largest errors obtained for the anisotropic

tissue condition can be attributed to the fact that in this
case the activation volume presents relatively complex
morphologies in comparison to the symmetric shapes of
the volumes computed for the isotropic assumption, as
shown in Figure 9(d).

3.3 Testing the proposed machine learning
approach

In order to evaluate the proposed methodology in terms
of its ability to generate a set of parameters that result
in a VTA close to the target one, the error between the
VTAs computed from the estimated parameters and
the reference VTAs was obtained through equation (12).
The estimation of the VTAs from the parameters was
made using a hierarchical K-nearest neighbor (HKNN)
approach that consists of a data-driven approximation
of an expected squared error functional to obtain a
local weighted VTA averaging [34]. Figure 10 shows
the final reconstruction error for the isotropic and
anisotropic cases, respectively. The error distributions,
involving information of both monopolar and bipolar
configurations, are in ranges of values similar to those
reported in the literature for machine learning based VTA
estimation strategies that solve only the traditional VTA
estimation problem [33, 34]. Also, in congruence with
SVM performance a slight downward trend is observed
in the median error as the impedance value increases,
and higher errors appear when the conductivity of the
tissue is assumed to be anisotropic (with respect to the
isotropic condition) due to the greater complexity in the
form of these activation volumes; however, these errors
stayed below those obtained with common techniques
for the solution of the direct problem, such as the
use of activation functions [33]. Table 1 presents the
pairwise statistical comparisons (p-values) of the final
reconstruction error distributions, for each impedance and
conductivity condition tested. For all impedances there
are statistically significant differences in the performance
of the proposed methodology between the isotropic and
anisotropic conditions. Within the isotropic condition there
are not statistically significant differences in the system’s
performance as a function of the impedance tested, while
for the anisotropic case the system generates errors that
are statistically larger for the low-impedance scenario as
compared to the medium and high cases.

Finally, our group has developed an application that
implements the proposed methodology for manipulating
the VTA and obtaining the corresponding estimation
parameters, together with a 3D visualization system of
brain structures and the implanted stimulation electrode
reconstructed from magnetic resonance and computed
tomography images. Figure 11 shows the brain structures
of interest in DBS for Parkinson’s disease, such as the
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Figure 7 Relative error and estimation accuracies obtained with the SVMs for the stimulation amplitudeA, and the state of the
electrode contacts c0 to c3, respectively, discriminated by impedance value and brain tissue conductivity condition: isotropic (top

row) and anisotropic (bottom row)
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Figure 8 Number of support vectors (as a percentage of the total number of elements in the training set) selected in the
classification task for each of the electrode contacts c0 to c3, discriminated by impedance value and brain tissue conductivity

condition: isotropic (top row) and anisotropic (bottom row)
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Table 1 Pairwise statistical comparisons (p-values) of the error distributions obtained with the validation scheme, for each
impedance and conductivity condition tested. The p-values highlighted in blue represent statistically significant differences in the

performance of the proposed methodology for the involved conditions, at a significance level of 5%

Isotropic Anisotropic
500 Ω 1, 000 Ω 1, 500 Ω 500 Ω 1, 000 Ω 1, 500 Ω

500 Ω – 0.619 0.129 2.067e-8 2.067e-8 2.067e-8
1, 000 Ω 0.619 – 0.925 2.067e-8 2.067e-8 2.067e-8Isotropic
1, 500 Ω 0.129 0.925 – 2.067e-8 2.067e-8 2.067e-8
500 Ω 2.067e-8 2.067e-8 2.067e-8 – 0.011 0.005
1, 000 Ω 2.067e-8 2.067e-8 2.067e-8 0.011 – 0.999Anisotropic
1, 500 Ω 2.067e-8 2.067e-8 2.067e-8 0.005 0.999 –
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Figure 9 VTAs obtained for a single combination of stimulation
parameters (A=2 V, ω=90µs, c0 = 0, c1 = −1,c2 = 0, c3 = 0)
for different impedance values, (a) 500 Ω, (b) 1000 Ω, and (c)

1500 Ω under isotropic conditions; and (d) 1000 Ω under
anisotropic conditions
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Figure 10 Box-whisker plots of the errors obtained with the
validation scheme, discriminated by impedance condition for the

isotropic (bottom row) and anisotropic (top row) conditions

subthalamic nucleus and the thalamus, in addition to the
target VTAs and the VTAs obtained from the parameters
estimated for one (Figure 11(a)) and two active contacts
(Figure 11(b)). This implementation in C++ and Python 2.7,

with all machine learning algorithms previously trained,
allowed (once the desired VTA was defined) to execute
tasks of visualization and deformation of the VTA, and an
estimation of the DBS parameters in an mean time of less
than 1.5 s in a computer of average specifications (Dell
optiplex 990 with an Intel Core i7-2600 processor and 8
GB of RAM). This points to the feasibility of including the
proposed methodology in practical applications.

 

 

(a)
 

 

(b)

Figure 11 The proposed methodology was implemented as part
of a 3D visualization system of brain structures and the VTA.

Here we show representations of the subthalamic nucleus, the
thalamus, the DBS electrode, target VTAs (red) and VTAs

computed from the parameters estimated for such targets
(cyan) in the case where there is (a) a single active contact and

(b) two active contacts with opposing polarities (anode-cathode)

4. Discussion

One of the main challenges for the success of DBS therapy
is to find a set of appropriate stimulation parameters
that will result in a therapeutic benefit for the patient
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[11]. For a long time, this process of adjustment was
done exclusively by trial and error. However, in the last
decade computer models, and software packages based
on them, have emerged to aid in this task [15, 17, 20].
Although these tools represent an important advance,
their philosophy is still based on the manual search of
the appropriate parameters. In view of the above, we
proposed a methodology that allows to automatically find
a configuration of stimulation parameters, for current
clinical DBS devices, from a target VTA determined by the
medical specialist.

The proposed methodology allows to first obtain a
target VTA using a set of ellipses and their associated
characteristics, by means of KNN approximation.
From this deformed VTA and a given pulse width, the
remaining stimulation parameters are obtained through
classification and regression algorithms (SVMs) in
conjunction with dimensionality reduction techniques
(CKA). The deformation of the VTA by means of KNN
allows translating and morphologically manipulating the
target volume, not in an arbitrary way but following the
restrictions imposed by the characteristics of the brain
tissue and by the stimulation device. The need for this
stage arises because the target VTA must conform with
physical constrains that a random set of ellipses does
not necessarily satisfy. While this may not be overly
evident under an isotropic tissue conductivity assumption,
when the VTA has nearly idealized ellipsoidal shapes, it
becomes obvious under anisotropic conditions when a set
of ellipses can only loosely represent the VTA. The use of
CKA prior to the estimation of the stimulation parameters
from the deformed VTA allows for the reduction of the data
dimensionality while encoding its relevant information
in order to decrease the computational time of the
subsequent stage. Lastly, the generalization capability
of the SVMs allows to handle non-linear changes in
the VTA shape, in addition to the conversion between
the dimensionally reduced VTAs and the values of the
amplitude or the space of the polarities of the electrode
contacts. On the whole, the proposed methodology
generates errors with respect to the gold standard (once
the VTA is re-calculated from the estimated parameters)
in ranges comparable to those reported in the literature
for other machine learning strategies that seek to solve
only the traditional or direct problem of VTA estimation
[33, 34].

4.1 Study limitations

Despite the positive results obtained we must emphasize
that they are based on analyses performed for reduced
ranges of stimulation parameters and for a single
stimulation system (Medtronics ACTIVA-RC stimulator
and 3,389 electrode). The selected ranges are based on

the recommendations of clinical programming guidelines,
especially concerning the amplitude of stimulation and
the number of contacts simultaneously active [13]. The
DBS device was selected because nowadays this family of
stimulators is still the most widely implanted system [50].
Even so, the proposed methodology can be generalized
to other parameter ranges as long as the corresponding
datasets are available; the same observation applies
to more complex DBS devices (e.g. devises based on
current stimulation and with a higher number of contacts).
Nonetheless, the generation of this new databases would
entailed a large number of upfront simulations. Another
limitation of this study is the fact that one of the stimulation
parameters, the pulse width, was included as one of the
system inputs. This was done because a large number of
pulse width-amplitude combinations generate extremely
similar VTAs, making the problem of interest very
ill-conditioned. Taking into account that in clinical practice
the pulse width tends to be set to a fixed value to then
vary the other parameters of stimulation [13], we decided
to establish this magnitude as system input to minimize
the impact of the aforementioned hurdle. In the future, in
order to include the pulse width in the parameters to be
estimated, we propose the use of multiple output models.
In these models, the machine learning systems would not
deal with the stimulation parameters independently but
simultaneously, this in turn should allow them to capture
relations between the parameters that would otherwise
go unnoticed. Additionally, restrictions regarding power
efficiency [23, 39] could be included, this would give
additional information to the system when selecting a
suitable combination of stimulation parameters. Besides,
a Bayesian optimization approach could be used to
simultaneously tune all the free parameters of the
proposed methodology, which could also allow capturing
hidden patterns in the VTA data and to improve the overall
performance of the system.

Finally, the models used to calculate the VTAs of the
datasets are highly idealized [16]. Although the inclusion
of the diffusion tensors in the calculation of the electric
potential aims to improve that shortcoming their use along
with axonal models of ordered, straight trajectories is not
ideal [21, 25]. Furthermore, the approach used to obtain
the diffusion tensors may lead to underestimated extents
of stimulation [29]. However, as argued by [33], systems
based on simple isotropic models have been shown to be
useful in clinical practice [15, 23].

5. Conclusions

We have presented a simulation methodology based
on machine learning techniques to estimate a DBS
stimulation parameter setting for current clinical devices.
The definition of a target VTA is accomplished through
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a deformation stage based on a KNN approximation
that ensures biophysical compliance. The parameter
estimation stage proper employs kernel methods, namely
CKA and SVMs, to independently obtain the values of each
of the DBS parameters under consideration. Since our
methodology is based on data driven techniques it can be
used for VTA data obtained under different assumptions,
e.g. isotropic or anisotropic tissue conductivity conditions,
and could be easily adapted to other DBS devices.
Moreover, the trained algorithms have a low computational
time. Also, an implementation of this methodology
has been included as part of a VTA visualization and
manipulation software. As future work, we will include the
pulse width in the parameters to be estimated by using
multiple output models and by taking into account power
efficiency criteria, and we will extend our approach to
experimental DBS electrode models.
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