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Resumen

La regresion logistica es una de las técnicas estadisticas mas
aplicadas cuando se busca explicar el comportamiento proba-
bilistico de algin fenémeno. Un problema que aparece con
frecuencia en estos modelos es la separacion en los datos,
mostrando los grupos de éxitos separados de los fracasos, lo
que impide hallar los estimadores de maxima verosimilitud.
Objetivo: Presentar una revision y solucién del problema,
comparando con otras existentes. Metodologia: Simulacion
del modelo logistico y estimacion del sesgo de los parametros,
usando la solucion propuesta con el método clasico. Bayesiano

y observaciones ficticias y con el método de Firth. Resulta-
dos: Los sesgos encontrados son menores al generar el par de
observaciones ficticias con el método Bayesiano. Se muestra
un ejemplo sobre la edad de la menarquia. Discusion: Se apor-
ta una solucion adecuada al problema de la separacién usando
simulacién en un esquema de modelo logistico sencillo. Con-
clusiones: la generacion de observaciones ficticias se reco-
mienda dentro de la region de separacion y el mejor método de
solucion esta basado en la teoria bayesiana, donde se logra una
convergencia en los parametros del modelo logistico.

------ Palabras Claves: modelo logistico, estimacion de maxi-
ma verosimilitud, menarquia.

Abstract

Logistic regression is one of the most used statistical techniques
for explaining the probabilistic behavior of a given phenome-
non. Data separation is a frequent problem in this model, as suc-
cesses appear separated from failures and make it impossible to
find the maximum likelihood estimators. Objective: to present
a revision and a solution to the problem, and to compare it with
other solutions. Methodology: a simulation of the logistic mo-
del and an estimation of the parameters’ bias using the proposed
classical and Bayesian solution with fictitious observations, as
well as the Firth method. Results: the bias found is lower when

the pair of fictitious observations are generated using the Ba-
yesian method. An example about the age at which menarche
occurs is presented. Discussion: an appropriate solution to the
problem of separation is provided using a simulation in a simple
logistic model. Conclusions: the generation of fictitious obser-
vations within the separation region is recommended, and the
best solution method is based on Bayesian theory, which achie-
ves convergence of the parameters of the logistic model.
---------- Key words: logistic model, maximum likelihood esti-
mation, menarche.
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Introduccion

La regresion logistica es una de las técnicas que se
ha convertido en una herramienta de uso permanente en-
tre investigadores de la salud. Un problema que aparece
con frecuencia en los datos usados para estos modelos,
es el de la separacion que trae como consecuencia la no
existencia de los estimadores de maxima verosimilitud.
Muchas veces los investigadores no son conscientes de
la existencia de este problema, ya que no todo software
estadistico advierte sobre la presencia de separacion en
el conjunto de datos y entregan informacion parcial so-
bre el proceso de convergencia y presentan resultados no
adecuados de los estimadores.

Este problema es generado por una estructura en los
datos que se conoce como separacion completa [1-3, 4, 8].
Aun asi, hay autores [6] que sostienen que cuando los pa-
rametros no convergen, la prediccion es perfecta. La sepa-
racion se puede definir como una division completa de los
dos “grupos” de puntos asociados a los valores que toma la
variable respuesta (en estos conjuntos de datos, la codifica-
cion general es 0 y 1). La principal consecuencia de la se-
paracion es la no existencia de los estimadores de maxima
verosimilitud, por lo tanto, cuando los usuarios se enfrentan
a este problema, no logran una solucion y no pueden reali-
zar inferencias, o las hacen incorrectamente [1].

Al respecto existen propuestas, como la de Christ-
mann y Rousseeuw, que consiste en dar una solucién ba-
sada en un modelo de regresion logistico oculto, donde
las respuestas no observadas se consideran como laten-
tes [2]. King y Ryan han comparado el método de regre-
sion logistica exacto y el método de maxima verosimi-
litud cuando se enfrentan al problema de la separacion,
analizando los estimadores de mdaxima verosimilitud
encontrados con sobreposicion (a diferentes niveles),
calculan los valores p y los intervalos de confianza, y
analizan la funcion de log- verosimilitud, encontrando
resultados mas pobres para este método cuando hay un
acercamiento a la separacion [4].

Asimismo, Heinze y Shemper desarrollaron un pro-
cedimiento basado en una modificacion de la funcion
score en el procedimiento de estimacion de la regresion
logistica [10], originalmente propuesta por Firth para
reducir el sesgo de los estimadores de maxima verosimi-
litud [11]. Heinze y Shemper afirman que la separacion
depende del tamafio de muestra, el nimero de factores
dicotémicos, el total de éxitos y fracasos [10].

Se presentan dos posibles soluciones al problema de
la separacion, con las que se aproximan los estimadores
de maxima verosimilitud, mediante el uso de seudo-ob-
servaciones ficticias, comparando con la solucion dada
por Firth [11].
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El Problema de la separacion

Suponga que el conjunto de datos corresponde a n
puntos p-dimensionales, y cada punto es de la forma:
(x,, - s X1y V) CON i=1,....n donde y, es el valor de la
variable respuesta de interés (codificada como 0 6 1),y
Xys wee s Xy 1) €S el conjunto de las p-1 variables explica-
torias. En el caso mds simple, p =2, los n puntos corres-
ponden al sistema de coordenadas XY: (x,, y,).

La existencia de los estimadores de mdxima verosi-
militud esta condicionada por el comportamiento de la
variable dic6toma en el grupo de datos. En [8] se presen-
tan las condiciones para la existencia de los estimadores
de méxima verosimilitud. Algunos autores [1] examinan
la maximizacion de la funcion de log-verosimilitud con-
siderando las posibles configuraciones de los n puntos
muestrales en el espacio de observaciones R?. Las posi-
bles configuraciones caen esencialmente en 3 categorias
mutuamente exclusivas y exhaustivas:

Separacion completa, separacion cua-
sicompleta, sobreposicion (Overlap)

Existe separacion cuando se presenta la division
completa de los dos “grupos” de puntos asociados a los
valores que toma la variable respuesta (adoptando una
codificacion general de 0 y 1), uno de los grupos co-
rresponde a todos los puntos de la forma (xi, 0), puntos
de la muestra donde no ocurre el evento de interés y el
otro corresponde a los puntos muestrales donde ocurre
dicho evento, de la forma (xi, 1) [1]. En el caso de una
sola variable explicatoria X, la separacion se presenta
cuando ocurren todos los fracasos en la primera parte
del rango de la variable x (R1), y todos los éxitos en la
segunda parte de este rango (o viceversa) (R2), sin dar
lugar a una sobreposicion de ambos rangos, o mezcla de
éxitos y fracasos. Sin embargo, existe un tercer rango
de x, donde no hay realizaciones de la variable Y, este
representa la “region de separacion”, ya que separa to-
talmente los éxitos de los fracasos (Rs) (figura 1).

En el caso en que ocurren primero éxitos y después
fracasos (al tener 1 variable explicatoria), la separacion
se detecta cuando la sumatoria de los éxitos de todo el
rango de X, es igual a la sumatoria de los valores de y en
uno de los lados de la region de separacion.

La separacion cuasicompleta ocurre cuando es posi-
ble definir un plano que pasa por la region de separacion
con éxitos a un lado o sobre este y fracasos al otro o so-
bre este, sin presentarse convergencia de los estimadores
de maxima verosimilitud.
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Figura 1. Region de separacion en el caso bivariado

Se dice que un grupo de datos tiene Sobreposicion
(u Overlap) si no hay una completa separaciéon y no
cuasicompleta separacion. En este caso si se presenta
convergencia de los estimadores de maxima verosimi-
litud.

Para el modelo logistico algunos autores [1, 8]
muestran que la estimacién de maxima verosimilitud
del vector de parametros [ existe si y solo si los datos
presentan sobreposicion, esto significa que no existe
ninguna recta, plano o region de separacion, ya que los
2 valores que toma la variable respuesta (y, = 0, y, =

Tabla 1. Datos de la edad de la menarquia

1) se encuentran mezclados o sobrepuestos en todo el
rango de valores de x.

Separacion completa

Se utilizd un conjunto de datos sobre 907 jovenes
de la ciudad de Medellin, tomados en el afio 2004, con
edades entre 5,1 y 19,5 afios, ejemplo tomado con fin
ilustrativo del problema. A las jovenes se les preguntd
si ya habian presentado o no menarquia, siendo este el
primer episodio menstrual de la mujer, encontrando los
resultados que se ven en la tabla 1.

Rangos de edades

Menarquia Cantidad de jovenes %
5,09-7 7-10,3 10,3-14,4 14,4-19,5
No 132 411 0 0 543 59,87
Si 0 0 0 364 364 40,13

En la tabla 1 se observa que hasta los 10,3 afios nin-
guna joven habia presentado menarquia; entre las eda-
des 10,3 a 14,4 afios no hay datos, y después de los 14,5
afios, todas habian presentado ya la menarquia. Luego,
los datos presentan separacion completa y la region de
separacion va de 10,3 a 14,5 afios.

La no convergencia es mostrada por programas es-
tadisticos como el programa R [7], para este conjunto
de datos con separacion completa como se ve a conti-
nuacion:

Tabla 2. Resultado aproximado para los parametros

model=gIn(MENARQUIA~EDADCAL,family="bi

nomial’)

Mensajes de aviso perdidos

In glm fit(x = X, y =Y, weights = weights, start =

start, etastart = etastart:

algorithm did not converge

Sin embargo, el programa entrega un conjunto de
parametros aproximados, pero incorrectos, como se ve
en la tabla 2.

Coefficients

Estimate Std. Error z value Pr(>1zl)
(Intercept) -130.87 39296.15 -0.003 0.997
edadcal 10.56 3177.83 0.003 0.997
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Causas de la separacion completa

Problemas de diserio

Los problemas de disefio estan asociados a una mala
planeacion del experimento cuando se desconoce el po-
sible comportamiento de la respuesta a analizar. Sin em-
bargo, ain con una buena planeacion puede ocurrir el
problema. Para ilustrar consideremos el modelo:

TT.
log(—1 —)=px
_ﬂ’-i

Para valores de x = (-2,-1,1,2) y diferentes valores de
b. En cada uno de estos valores de b se fijaron 10 répli-
cas. Los resultados de una simulacion donde se realiza-
ron 1000 repeticiones del disefio anterior, se presentan
en la tabla 3.

Tabla 3. Proporcion de muestras con separacion completa

p, Porcentaje (%) de muestras con separacion completa
1

3.1

8.4

342

67.6

87.5

A medida que aumenta el valor de b, aumenta el por-
centaje de casos con separacion. Cuando la probabilidad
que representa el modelo logistico crece con mayor rapi-
dez, es mas facil encontrar el problema de la separacion,
ya que el cambio de menor a mayor probabilidad es mas
notorio.

Rindskopf afirma que la separacion no es un proble-
ma, ya que cuando éste se presenta en muestras grandes
significa que la probabilidad es en un 100% certera, esto
es, que con toda seguridad habra dos grupos discrimina-
dos para cualquier otra muestra de esta poblacion, uno
de éxitos y otro de fracasos [6]. Sin embargo, si consi-
deramos que el problema se encuentra mal disefiado, y
los resultados no tienen en cuenta un rango de la matriz
de disefo que en otra muestra puede ocurrir, esta afirma-
cion carece de validez.

Escasez de datos

La escasez de datos se relaciona con tamafios de
muestra pequeios, lo cual es frecuente en muchos dise-
fos de datos y si este tamafio de muestra es tan pequefio,
que conduce al problema de la separacion, no es posible
inferir a partir de este conjunto de datos. Es ideal contar
con la mayor cantidad de informacion acerca del pro-
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blema, por ello es preciso tener una muestra de datos
grande.

Soluciones al presentarse separacion completa

El comportamiento de los conjuntos de datos en pre-
sencia de separacion esta caracterizado por algunos fac-
tores que no siempre son iguales. El numero de éxitos
puede ser mayor que el de los fracasos, el rango de la
matriz de disefio, el de los éxitos y los fracasos, varia
en tamafio o longitud. Al existir separacion, es posible
encontrar mayor incertidumbre al no observar adecuada-
mente estas caracteristicas en los datos, decimos enton-
ces que la separacion es grave.

Se pueden construir muchos indices de separacion,
pero la idea basica detras de cada uno de ellos es dar un
indicativo de la gravedad de este problema. A continua-
cién se muestran un indicador propuesto para medir la
gravedad de la separacion, asumiendo el modelo logisti-
co con una sola variable predictora, asi:

1
B s exp (- (B, + )

Indice de longitud 1,

Este relaciona el rango de la region de separacion
(R)), y €l rango completo de la variable predictora x (R).

Rs

Este indicador compara la longitud del area donde no
hay observaciones con el area completa, o rango com-
pleto de la variable explicatoria X. Ademas se encuentra
normalizado, la cercania a cero indicaria que la sepa-
racion puede no ser tan grave. La separacion es severa
cuando I, — 1, ya que Rs — R, debido a que no es facil
encontrar el verdadero signo de f3,, la probabilidad del
modelo verdadero puede ser creciente o decreciente, lo
cual amerita considerar el total de éxitos y de fracasos,
ademas de la naturaleza del problema.

Metodologia

Dos aproximaciones sencillas a la solucion de este
problema, se describen a continuacion.

Simulacion de la muestra

Para realizar este proceso se considera el siguiente
modelo logistico con una sola variable predictora, mos-
trado previamente, donde X es la matriz de disefio que
contiene los valores de la variable explicativa x, y los y,
son los valores de respuesta.
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1) Se fija una ecuacion del modelo logistico, asignando
valores a los dos parametros del modelo: B,y B;

2) la matriz de disefo X se fija considerando una region
donde se debe presentar el punto de inflexién del mo-
delo logistico. Se fija la region de separacion a partir
de dos valores de x, cercanos a este punto;

3) se generan los valores de la variable Y, con distribu-
cién Bernoulli (w), donde =, es la probabilidad del
modelo de regresion logistica dado inicialmente.

Deteccion de separacion

Sea M el nimero de muestras con separacion se rea-
lizan N repeticiones de una muestra aleatoria de la va-
riable respuesta Y. De estas N muestras, M casos tendran
separacion completa (M< N).

A partir de este resultado, es posible determinar la
proporcion de veces que al simular un conjunto de da-
tos, se presenta separacion completa, usando el modelo
logistico y la distribucion Bernoulli para la variable res-
puesta Y.

Generacion de observaciones ficticias

En un caso donde se presenta separacion, de las N
muestras generadas, se generan pares de observaciones
ficticias en la region de separacion. A partir de estos nue-
vos conjuntos de datos, se calculan los estimadores de
maxima verosimilitud (figura 2).

Generacién de un par de observaciones ficticias
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Figura 2. Generacion de un par de observaciones ficticias en
un conjunto de datos con separacion

Dichas observaciones se generaron de dos formas: a)
en los extremos de la region de separacion; b) dentro de
la region de separacion, a una distancia de los extremos.
En este proceso, se suman a los extremos de la Rs una

distancia que equivale a un porcentaje del rango de la
region de separacion.

En todos los casos, se calculan sesgos relativos ab-
solutos, restando el valor estimado del real y dividiendo
por el real.

Analisis Bayesiano

Utilizando técnicas de estadistica bayesiana, se
muestra una solucion y se compara con respecto al ante-
rior método propuesto, analizando ventajas y desventa-
jas de ambos procedimientos.

Funcion de verosimilitud

Para estimar el modelo logistico, se requieren datos
con distribucion binomial, asi que la verosimilitud ten-
dra la siguiente naturaleza:

LBV X)=T] 01X A=) (=70~

Donde 7(x) es la probabilidad estimada por medio
del modelo logistico dado por:

1
e

Luego, la funcion de verosimilitud quedara asi:

n 1 ) 1
LBY. X)=]] =) (1- )
(BIY,X) i:l[(1+e'”) ( 1+e‘”) }
Lo cual lleva a:

n XB 1 ", n X BNy
L(ﬂ|Y,X)=H[(efﬁ+l)”(eXm) }=H[%}

i=1

Funcion a Priori para los parametros del modelo
logistico a estimar:

Distribucion normal bivariada: § ~ MN (B, Z) donde se
usara la matriz de precision T=X"!

Luego, la funcién a posteriori sera

E(Bldatos) a MN (B, ) * L (B|Y, X)
Asi:

&8 datos)o:L</3|Y,X>=1_£[[ew+1

SN ! 7
! -5 (B=5)" (BB
e”) ]*exp S BB (B-Fy)
Para su desarrollo, se utiliza el algoritmo Metropolis
que esta programado dentro de la libreria MCMCpack,
en la funcion MCMClogit.

Esta funcion supone una distribucion Bernoulli para
la variable respuesta y,, y asume por defecto una distri-
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bucion normal multivariada a priori para los parametros
a estimar en el modelo (B), donde B, es la precision. Y
extrac una muestra de valores de parametros estimados
de (B).

La distribucion normal es una distribucion a priori
propia, lo cual facilita disminuir el impacto sobre la dis-
tribucion posterior del parametro de interés y que sea
relativamente plana con relacion a la verosimilitud. Esto
conduce a que los datos tengan dominio en la distribu-
cion posterior, y por lo tanto, en todas las inferencias que
de ellas se obtengan.

En este trabajo se analizara el escenario bayesiano
usando necesario generar sobreposicion en el conjunto

Tabla 4. Matriz de disefio para el conjunto de datos con separacion

de datos, y asi, esta metodologia permite estimar coefi-
cientes y posteriormente el sesgo.

Resultados de la simulacion
Simulacion de la muestra

Fue fijado el siguiente modelo logistico.
1
ﬂ'i =
1+exp(—(0.1+0.2x))

Con este modelo se establece una region de separa-
cion segun la curva de inflexion, y se eligen los niveles
de x que se observan en la tabla 4.

X | -3 |-8]-3|-3]|-2 |2 |-2|-20]|-18

18

20 | 20 | 22 | 256 | 28 | 30 | 30 | 33 | 33

La region de separacion es Rs=(-18,18).

Deteccion de Separacion

Se generaron 1000 repeticiones de una muestra alea-
toria de Y, considerando que Y es una variable aleatoria
con distribucion Bernoulli (p,), la probabilidad p, es la
probabilidad del modelo dado, usando en el conjunto de
valores de x mostrado.

Las frecuencias de casos con separacion encontrados
se muestran en la tabla 5. Para la simulacion de probabi-
lidades del modelo logistico, se fijo el mismo valor de B,
(0.1) y se variaron los de 3, como aparece en dicha tabla,
estas se usaron para generar los datos de respuesta dicoto-
mos. El tamafio de muestra (el total de datos) también fue
variado, y se generan 1000 muestras en cada caso, contan-
do las frecuencias donde hubo separacion completa.

Antes de generar los pares de observaciones ficti-
cias, se fijaron otros valores de b, cercanos al mode-
lo previamente establecido, encontrando que la fre-
cuencia de muestras con separacion aumenta cuando
el valor fijado para b, aumenta, cuando la R_ es fija.
Adicionalmente, la proporcion de casos con separacion

Tabla 6. Estimaciones de parametros

es menor al aumentar el tamano muestral de los datos
(con b >0) (tabla 5).

Tabla 5. Frecuencias de casos con separacion

Valores de B,
0,05 0.1 0,15 0,18 0,2 0,5
n=20 8% 46% 81% 87% 92% 99,9%
n=40 1% 21% 63% 76% 85%  100,0%
n=60 0% 10% 46% 69% 78% 99,9%
Observaciones ficticias

La tabla 6 presenta las estimaciones de parametros: E(
,BAO) y E(f,) usando los 3 métodos: el de Firth, con el pa-
quete logistf de R, el método bayesiano usando la funcion
MCMClogit, agregando datos ficticios a un 28% de la re-
gion de separacion y el clasico usando glm, con el mismo
par de ficticias mostrando el sesgo encontrado en cada caso.

Para todas las soluciones probadas, la simulacion de
variable respuesta parte de los valores: 3 =0,1y 3, =0,2.

N=20 N=40 N=60
obi::;:;g:e < Método de Firth
ficticias A A A A A A
E(ﬂo) (%sesgo) E(,Bl) (%sesgo) E(ﬂo) (%sesgo) E(,Bl) (%sesgo) E(,BO) (%sesqo) E(ﬂl) (%sesgo)
1 0,18260 (82,6) 0,12367 (38,16) 0.2015 (101.46) 0.1546 (22.71) 0.13981 (0.498) 0.08258 (0.55)
Método Bayesiano MCMClogit, con ficticias
1 0,06681 (33,19) 0,2242 (12,085) | 0,1294 (29,4) 0,2553 (27,65) | 0.1631 (0.63) 0.1 (0.49997)
Método Clasico, con ficticias

1 0.15853 (58.53) 0.1064 (46.817) | 0.181 (80.777) 0.135 (32.478) | 0.14498 (0.45) 0.090 (0.55)
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Lo anterior sugiere que con pocas observaciones
ficticias es posible generar la solucién al modelo plan-
teado, pero dentro de la region de separacion, no en los
extremos.

Aplicacion a datos de la edad de la menarquia

El rango de datos es 14,4, y el de la region de sepa-
racion es 4,2, lo cual es un 30% del total, mostrando que

no hay mucha gravedad en la separacion y se podria de-
cir que la naturaleza de la probabilidad es creciente, pues
a medida que aumenta la edad, hay mayor frecuencia de
nifias que han tenido menarquia. Seguido a este analisis,
se generd un par de seudo-observaciones ficticias a un
par de edades a una distancia de 1.26 (30% de la Rs), asi:
(10.3,1) y (14.5,0), encontrando la estimacion de para-
metros (tabla 7).

Tabla 7. Parametros estimados del modelo logistico para la edad de la menarquia

Coefficients

Estimate Std. Error z value Pr(>lzl)
(Intercept) -30,2489 6,3523 -4,762 1,92e-06 ***
edad 2,4306 0,5069 4,795 1,62e-06 ***

Signif. codes: 0 “**%0.001 “***0.01 “*>0.05 0.1 *’ 1

La edad es una variable significativa sobre la proba-
bilidad de tener menarquia (Valor p = 1,6%10°).

Tabla 8. Solucién con método de Firth

En la tabla 8 se ve la solucion de Firth, usando la
funcién logistf de R.

Coef se(coef) lower 0.95 upper 0.95 Chisq p
(Intercept) -27.612102 49137476 -43.948777 -20.430099 Inf 0
edadcal 2.214795 0.3888368 1.641455 3.386058 Inf 0

En la tabla 9 se ve la solucion bayesiana, usando la
funcion MCMClogit de R:

Tabla 9. Solucién con método Bayesiano

SD Naive SE Time-

series

(Intercept) -37.871 9.2853 0.092853 0.4506
edadcal 3.044 0.7287 0.007287 0.0350

En los 3 casos el coeficiente que acompana a la edad
es positivo y significativo al 95% de confianza, lo cual
indica un acierto en la estimacion, asi mismo, es signi-
ficativo el término independiente. Sin embargo, puede
decirse que el de Firth presenta mas diferencias en re-
lacion al parametro de la edad en comparacion con los
otros dos.

Discusion

La consecuencia mas grave del problema de la sepa-
racion en los modelos de regresion logistica es el hecho

de no permitir la estimacion de maxima verosimilitud
con el fin de realizar inferencias sobre la probabilidad
de interés. Este trabajo aporta una solucion adecuada al
problema, probada via simulacién y aplicada a un caso
donde se logra de forma clara y significativa una conver-
gencia en los parametros del modelo logistico.

Se observo que es mejor generar la sobreposicion den-
tro de la region de separacion y no en los extremos y con
un bajo numero de observaciones ficticias. Otra posible so-
lucion podria surgir al evaluar el movimiento de varias ob-
servaciones del mismo conjunto de datos hasta encontrar
sobreposicion, solucion que debe validarse via simulacion.

No siempre que la dispersion total de los datos sea
grande, es grave la separacidn, en estos casos debe ob-
servarse la descompensacion en el nimero de éxitos y de
fracasos. Si existe mayor nimero de fracasos que éxitos,
el modelo puede tener un crecimiento lento de la proba-
bilidad, pero si es al contrario, puede crecer con mayor
rapidez. Por ello, se recomienda en estos casos la solu-
cion propuesta, agregar un par de observaciones ficticias
en un par de puntos dentro de la region de separacion
para conseguir la estimacion del modelo buscado.
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