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Resumen

Los test de respuesta forzada son ampliamente utilizados para reducir el efecto de los
diferentes tipos de sesgo en la respuesta asociados a los test psicologicos (por ejemplo,
la aquiescencia o la deseabilidad social). Sin embargo, este tipo de test genera los deno-
minados datos ipsativos, los cuales poseen propiedades que hacen desaconsejable la
aplicacion de las técnicas clasicas de analisis factorial para su evaluacion psicométrica.
Pese a ello, en la practica, muchos investigadores siguen empleando estos procedimien-
tos para analizar los items de repuesta forzada; esto lleva necesariamente a conclusiones
errdneas. El presente trabajo expone las propiedades analiticas de los items de respues-
ta forzada, asi como un ejemplo que ilustra como afectan estas propiedades a la aplica-
cion de las técnicas estadisticas clasicas y conducen a interpretaciones erroneas. Adicio-
nalmente, se presenta una de las principales alternativas para analizar este tipo de datos
basada en el modelo de juicio comparativo de Thurstone, asi como los resultados de un
estudio de simulacion que ilustra su aplicacion y efectividad en la recuperacion de la
estructura factorial original.
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Factor analysis of forced-choice items: A review and an example

Abstract

Forced-choice tests are widely used in order to reduce the impact of different response
set biases typically associated to psychological tests (e.g. acquiescence or social
desirability). However, these tests produce ipsative data which have undesirable
properties, thereby making an inappropriate application of classical factor analysis
techniques for psychometric evaluation commonly used by researchers. This paper
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explains the analytical properties of forced-choice tests, along with an example that
illustrates how these properties have an impact on the application of conventional
statistical techniques and produce improper results. Additionally, one of the current
proposals is presented in order to analyze these data based on the comparative judgment
model by Thurstone, along with the results of a simulation study which illustrates its
implementation and effectiveness in recovering the original factor structure.

Copyright © 2012, Konrad Lorenz University Foundation. Published by Elsevier Espafa,
S.L.U. This is an open-access article distributed under the terms of the Creative Commons
CC BY-NC ND Licence (http://creativecommons.org/licenses/by-nc-nd/3.0/).

En ciencias sociales suelen emplearse escalas de medida
que proporcionan un tipo de datos denominados normati-
vos. Por ejemplo, los formatos de respuesta tipo Likert,
donde los items se evallan en una escala de acuerdo-des-
acuerdo con diferentes puntos. Desde un enfoque analitico,
los datos normativos se caracterizan porque la puntuacion
total en el test difiere de un individuo a otro, debido a que
cada observacion se obtiene de forma independiente. La
independencia de las observaciones es una caracteristica
deseable desde el punto de vista estadistico, ya que es con-
dicion necesaria para el adecuado funcionamiento de las
técnicas de analisis de datos mas utilizadas por los investi-
gadores (el analisis de la varianza, la regresion lineal o el
analisis factorial). A pesar de esta ventaja analitica, los da-
tos normativos presentan una importante limitacion practi-
ca. Existe un sinfin de contextos en los cuales se produce el
falseamiento de respuesta (faking, en inglés) por parte de
los individuos, debido a que muchos de los instrumentos se
ven influidos por la deseabilidad social dadas las caracteris-
ticas del atributo o de la situacion de evaluacion (Stark,
Chernyshenko, Chan, Lee y Drasgow, 2001).

Uno de los esfuerzos mas prometedores para solventar el
falseamiento de respuesta es mediante los items de res-
puesta forzada o medidas ipsativas (Chan y Bentler, 1993).
En psicologia existen test que presentan alternativas de
respuesta con grados de deseabilidad similar. Uno de los
mas conocidos es el Inventario de Estilos de Aprendizaje de
Kolb (LSI) (1985). Este test se utiliza en contextos educati-
vos; los individuos deben ordenar de forma jerarquica las
4 alternativas de respuesta presentadas en cada item. Este
test consta de 12 items de tipo autoinforme que deben or-
denarse en 4 opciones de respuesta (4, 3, 2y 1), desde la
que mds me representa (4) a la que menos me representa
(1), respondiendo a la pregunta “;Como aprendo mejor?”.
Cada alternativa de respuesta corresponde a uno de los
4 estilos de aprendizaje: acomodador, divergente, asimila-
dor y convergente. Como resultado, la puntuacion total de
cada item (1 + 2 + 3 + 4 = 10) y la puntuacion total del test
(10 x 12 = 120) es la misma para todos los individuos.

El modo de puntuar ipsativamente a un individuo en dis-
tintas dimensiones provoca la interdependencia de las res-
puestas entre dichas dimensiones. Debido al formato de
respuesta, una puntuacion muy alta en una dimension con-
lleva necesariamente a puntuaciones bajas en las restantes
dimensiones. Este problema se incrementa en la medida que
disminuye el nUmero de dimensiones que mide el test (Cat-
tell, 1944). Para el caso de que el test evalle solo 2 dimen-
siones, la correlacion entre ambas es necesariamente -1.

Una complicacion asociada es que los datos ipsativos care-
cen de matrices de covarianzas interpretables debido a que
generan matrices singulares y con términos negativos (Ait-
chinson, 1986), lo que compromete la posibilidad de estu-
diar la estructura de covarianzas subyacente a los datos, al
igual que su fiabilidad y validez. Algunos estudios muestran
que no se deben aplicar los métodos de factorizacion estan-
dar, en particular el analisis de componentes principales
(ACP), en datos ipsativos ya que las correlaciones tienden a
producir factores bipolares artificiales, acarreando de este
modo la obtencion de estructuras factoriales erroneas
(Closs, 1996; Dunlap y Cronwell, 1994).

El presente articulo tiene dos propositos fundamentales.
El primero es mostrar los errores que se cometen al aplicar
técnicas convencionales de analisis factorial a este tipo de
datos, y el segundo, presentar la principal alternativa para
llevar a cabo un analisis factorial de items con formato de
respuesta forzada. El trabajo se estructura en 4 secciones.
La primera parte presenta las caracteristicas de los items
con formato de respuesta forzada y como generan datos con
propiedades ipsativas, asi como las propiedades analiticas
de los datos ipsativos que hacen desaconsejable la aplica-
cion de técnicas estandares de factorizacion. En la segunda
seccion se presenta un ejemplo con datos simulados que
permite ilustrar como los datos ipsativos generan distorsio-
nes en las soluciones factoriales que pueden llevar a con-
clusiones erroneas sobre la estructura interna de los datos.
La tercera seccion muestra la formulacion analitica de uno
de los principales esfuerzos para resolver el problema del
analisis factorial de datos ipsativos producto del formato de
respuesta forzada, asi como un estudio de simulacion que
ilustra la aplicacion del analisis factorial con datos de res-
puesta forzada. Por Gltimo, se discuten las conclusiones e
implicaciones practicas del trabajo.

El formato de respuesta forzada

A diferencia del formato Likert, en el que se responde a un
enunciado seleccionando una alternativa de un conjunto de
categorias ordenadas, en el formato de respuesta forzada
el individuo debe ordenar distintos enunciados de acuerdo
con como describen su comportamiento. La figura 1 mues-
tra un ejemplo referido a un bloque de 4 alternativas de
respuesta que se corresponden con las 4 dimensiones medi-
das por el test. El individuo debe ordenar las alternativas
desde la que mds le representa (4) hasta la que menos le
representa (1). Cada bloque (p) esta compuesto por n = 4
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Yo aprendo mejor...
D ...sintiendo D ...observando D ...pensando D ...haciendo

Figura 1. Ejemplo de item de respuesta forzada.

items que miden d =4 dimensiones. Por ejemplo, conp = 12
bloques de n = 4 alternativas por bloque, el test tendria
m = 48 items en total (n x p = 48).

En lugar de evaluar cada enunciado por separado, el in-
dividuo debe responder a cada una de las alternativas en
relacion con las demas alternativas del blogue, lo cual pro-
duce una interrelacion de las puntuaciones entre los items
que pertenecen al mismo bloque. Puesto que no es posible
asignar a las alternativas del mismo bloque la misma pun-
tuacion, el formato de respuesta forzada contribuye a eli-
minar el sesgo de respuesta producto de la aquiescencia
(Cheung y Chan, 2002) y a reducir el efecto halo (Bartram,
2007), ya que se debe priorizar una alternativa sobre las
restantes. Sin embargo, los datos resultantes tienen propie-
dades ipsativas.

Datos ipsativos

El término ipsativo proviene del latin ipse: “si mismo” y
fue usado por primera vez por Cattell (1944) para designar
uno de los tres tipos basicos de escalas en medicion psico-
logica: a) las escalas interactivas, donde el atributo se
mide desde otros atributos y otros individuos; b) las escalas
normativas, donde el atributo de un individuo se mide en
relacion con otros individuos, y ¢) las escalas ipsativas,
donde el atributo de un individuo se mide en relacién con
sus propias puntuaciones en otros atributos, lo que hace
que la suma de las puntuaciones de las variables para cada
individuo sea una constante (Chan y Bentler, 1993). Expre-
sado formalmente (Clemans, 1966), sea x = [xl,xz,...,xp !
un vector columna de orden p x 1 tal que

y4
Exl.=1'x=c, (1)

donde / es un vector unitario de orden p x 1 y ¢ es una cons-
tante, entonces x es un vector p — dimensional de datos con
propiedades ipsativas.

El problema de la factorizacion de datos
ipsativos

Debido a la restriccion de suma constante, los datos ipsati-
vos poseen algunas propiedades estadisticas no deseables
que no se encuentran en un conjunto tipico de datos norma-
tivos (Chan y Bentler, 1993). Por ejemplo, carecen de una
matriz de covarianzas interpretable (Aitchinson, 1986).
Dado que x,+x,+...+Xx,=c, para todo i=12,...p se
cumple:

cov(x,, X, + X, + .. +x,) = cov(x,,c) =0,
cov(x,,x,) +cov(x;, X,) +..+cov(X,,X,) +..+ (2)

cov(x,;,x, ) +cov(x,,x,) =0.

De la ecuacidn (2) se deduce que al menos una de las
p— 1 covarianzas es negativa, con independencia de si las varia-
bles correlacionan positiva o negativamente, dado que
var(x)) €s siempre positiva, y que esto ocurre en todas las
filas y columnas de la matriz de covarianzas de x, denomi-
nada X . Por tanto:

z,1=0,0bien I'S =0’ 3)

Seglin esto, toda estimacion de X (es decir, S ) basada
en una muestra de n observaciones que satisface la ecua-
cion (1) también estara sujeta a la restriccion de suma 0 de
la ecuacion (3). De esta ecuacion se deduce que S y £ no
son de rango completo. Esta caracteristica es de elevada
relevancia, ya que para este tipo de datos no es posible la
aplicacion de las técnicas multivariantes clasicas desarro-
lladas para vectores sin este tipo de restriccion, o al menos
no directamente, ya que puede llevar a interpretaciones
erréneas (Aitchinson, 1986). Mas especificamente, los
procedimientos de estimacion no pueden llevar a cabo los
analisis si la matriz de covarianzas es singular. Por ejemplo,
para el caso de la estimacion de minimos cuadrados gene-
ralizados, la funcion F,,,=1/24[(S—X)S™'] requiere que S
sea regular, mientras que para maxima verosimilitud, el
calculo del estadistico de ajuste x* depende del determi-
nante de S (para un resumen mas detallado sobre el analisis
factorial de datos ipsativos, véase Ximénez y Caldero6n, 2012).

A pesar de estas limitaciones, son numerosos los estudios
que han continuado usando los procedimientos convencio-
nales para el estudio de la estructura interna de esta clase
de test, especialmente a través del ACP, el cual, a diferen-
cia de los métodos de estimacion del analisis factorial cla-
sico, no requiere la no-singularidad de la matriz de entrada.
Es abundante la literatura que desaconseja la utilizacion
del ACP, ya que lleva a la obtencion de estructuras erréneas
(Baron, 1996; Closs, 1996; Cornwell y Dunlap, 1994; Dunlap
y Cornwell, 1994; Loo, 1999). Esto se debe a que el analisis
de matrices de correlaciones de datos ipsativos tiende a
producir factores bipolares artificiales, fallando en el refle-
jo de la estructura factorial poblacional verdadera debido a
la presencia de términos negativos en las matrices de entra-
day a que la suma de las correlaciones entre los factores es
siempre 0 (Clemans, 1966).

Problemas de fiabilidad de los test
de respuesta forzada

El tema de la fiabilidad de los test de respuesta forzada ha
sido causa de un fuerte debate entre algunos investigadores
(Baron, 1996; Cornwell y Dunlap, 1994; Hicks, 1970; Johnson,
Wood y Blinkhorn, 1988; Meade, 2004; Saville y Willson,
1991; Tenopyr, 1988). En la actualidad se ha demostrado
que la forma tradicional de puntuar los test con items de
respuesta forzada genera importantes distorsiones en las
estimaciones de la consistencia interna. Estas se ven incre-
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mentadas en la medida en que disminuye el nimero de fac-
tores, lo cual se torna problematico, ya que precisamente
uno de los propositos de los investigadores es la busqueda
de la parsimonia de los modelos factoriales.

El principal problema de los items con formato de respues-
ta forzada es que violan una de las asunciones basicas de la
Teoria Clasica de los Test: la independencia de los errores de
medida. Esto se debe a que la respuesta de un individuo a
una de las alternativas de un bloque depende de las respues-
tas que dé a las restantes alternativas del mismo bloque
(Meade, 2004). Esta violacion es critica porque hace inapro-
piada la utilizacion del estadistico alfa de Cronbach y de
otros tipos de medidas de fiabilidad tales como el test-retest.

En sintesis, no se recomienda el uso de los estadisticos de
fiabilidad en el marco de la Teoria Clasica de los Test ya que
pueden conducir a resultados dudosos y conclusiones erro-
neas. Este problema cobra mayor complejidad debido a que
cada test de respuesta forzada implica constructos distintos
y esta disefiado en un formato especifico, lo cual hace im-
posible establecer generalizaciones acerca de los posibles
problemas de consistencia interna (Tenopyr, 1988).

El modelo Thurstoniano

El modelo de Thurstone (1931) proporciona un marco con-
ceptual de gran utilidad para comprender la naturaleza de
los datos ipsativos de respuesta forzada. Segun la ley del
juicio comparativo de Thurstone, el individuo realiza un
proceso de comparacion frente a la tarea de ordenar distin-
tos objetos. El modelo propone 3 supuestos basicos: a) cada
objeto que se compara (item) provoca una variable latente
(utilidad) como resultado del proceso de discriminacion; b)
al comparar 2 objetos, el individuo elije aquel con mayor
nivel de utilidad, y c) |a utilidad corresponde a una variable
latente con distribucion normal.

Sea ¢, la utilidad latente asociada al item i, el individuo
preferira el item i sobre otro item % si la utilidad latente del
primero es mayor a la del segundo. Segun esto, la preferen-
cia se puede codificar como:

lsit=t,
= 0 sit<t,. @

Este modelo puede extenderse facilmente a la tarea de
ordenamiento de mas de 2 objetos. Frente a p alternativas
de respuesta, el sujeto debe ordenar los items desde p (el
que mas le representa) hasta 1 (el que menos le represen-
ta). El modelo Thurstoniano asume la existencia de un vec-
tor aleatorio Y :[YI,YZ,...,YJ‘ de orden px1 que posee una

distribucion normal multivariante. De este modo, el indivi-
duo ordena los objetos segln su nivel en la variable Y.

Este modelo permite asumir la existencia de una variable
con propiedades normativas (utilidades) que subyace a
cada objeto (item) frente a la tarea de ordenamiento. Por
tanto, cada individuo utilizara el nivel de utilidad que sub-
yace a cada objeto evaluado para realizar la tarea de orde-
namiento en un bloque de respuesta forzada. De este modo,
se asume un modelo factorial convencional de variables con
propiedades normativas, relacionado con los datos ipsativos
producto del formato de respuesta forzada.

Un ejemplo ilustrativo

Propondremos un ejemplo simple que proporcione un mo-
delo sencillo que nos permita ilustrar como los datos de un
cuestionario con items de respuesta forzada pueden afectar
al estudio de la estructura interna de un conjunto de datos.
Para ello, nos basaremos en el diseno propuesto en el LSI,
de Kolb (1985), que es uno de los test de respuesta forzada
mas ampliamente utilizado tanto en contextos de investiga-
cion como aplicados.

Para la generacion de los datos, utilizaremos un modelo de
3 bloques (p = 3), de 4 items (alternativas) por bloque (1 = 4);
los cuales miden 4 dimensiones independientes (4 = 4). Cada
bloque considera 4 variables continuas con distribuciéon normal
multivariante (utilidades) que estan linealmente relacionadas
con cada una de las 4 dimensiones. Cada puntuacion normativa
se asocia a una puntuacion ipsativa, la cual corresponde al or-
den decreciente del valor de la utilidad con respecto a cada
bloque. La muestra simulada se compone de 1.000 casos, con
una estructura de 4 factores. El disefo del test se expone en la
tabla 1. Cada factor se definié6 mediante 3 variables con distri-
bucién normal (u =0y £=A®A'+@)). Las saturaciones factoria-
les se fijaron a,707 y los errores de medida a ,50 (/. =1-/?) para
obtener una solucion estandarizada. Cada una de las variables
correspondientes a cada factor fue ubicada en distintos grupos
para formar los 3 bloques de 4 items. Cada item del bloque se
vinculd a 1 de las 4 dimensiones del modelo. Finalmente, a cada
variable se le asigno el valor correspondiente al orden decre-
ciente en cada uno de los bloques de pertenencia.

Como ha sido habitual en estudios anteriores que analizan
esta clase de datos, hemos realizado un ACP tanto para los
datos ipsativos como para los normativos, lo cual permitira
comparar ambas soluciones con el proposito de determinar el
funcionamiento del ACP en la recuperacion de la estructura
interna de los datos ipsativos de respuesta forzada. Al igual
que con los estudios del LSI de Kolb (1985), hemos obtenido
las soluciones de 4y 2 factores, que se rotaron con el método
varimax. Los resultados se muestran en la tabla 2.

Tabla 1 Asignacion de los items a cada uno de los bloques y factores del cuestionario

Factor 1 Factor 2 Factor 3 Factor 4
Bloque 1 item 1 item 2 item 3 item 4
Bloque 2 item 5 item 6 item 7 item 8
Bloque 3 item 9 item 10 item 11 item 12
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Ordene los 4 enunciados desde el 4 (“el que mas me representa”)
hasta el 1 (“el que menos me representa”)
| |itemD

| JitemA | |itemB | |item C

Figura 2. Formato de un bloque de respuesta forzada de
4 items (n = 4).

A partir de los resultados obtenidos, podemos realizar
2 observaciones relevantes. En primer lugar, y como era de
esperar, el ACP sobre los datos normativos logra recuperar
satisfactoriamente la estructura de los datos, aunque las
saturaciones se ven sobreestimadas, lo cual es una desven-
taja bien conocida del ACP. Para el caso de la solucion de
4 factores, podemos ver claramente la presencia de la es-
tructura factorial verdadera, en donde todos los items al-
canzan saturaciones superiores a ,80. En cuanto a la solu-
cion de 2 factores, podemos ver un claro patrén en el cual
los items de 2 de las dimensiones se agrupan en el primer
factor y los restantes items se agrupan en el segundo factor.
En cuanto a la fiabilidad, las correlaciones items/test se
encuentran en torno a,50, lo cual es coherente con el error
de medida introducido en el modelo teorico. En segundo
lugar, podemos ver que el ACP no logra recuperar la estruc-
tura factorial original para los datos de respuesta forzada.
Se observa tanto para la solucion de 4 como para la de 2
factores que no solo es inadecuada la agrupacion de varia-
bles, sino que existen items que comparten valores simila-
res en mas de un factor. Por otro lado, existe un grupo con-
siderable de items que obtienen saturaciones factoriales
negativas, lo cual sugiere la presencia de factores bipolares
subyacentes, lo que no se corresponde con la estructura
factorial original. Finalmente, ambas soluciones factoriales
obtienen porcentajes de varianza explicada considerables
(70 y 43%), lo cual sugiere la presencia de una estructura
factorial correcta. De este modo, el ACP realizado sobre
datos ipsativos producto de un formato de respuesta forza-
da arroja estructuras factoriales erroneas; esto a su vez im-
plica inferencias equivocas debido a la aparicion de facto-
res bipolares artificiales producidos por el tipo de puntuacion
del formato de respuesta forzada.

Anadlisis factorial de items de respuesta forzada

Uno de los esfuerzos mas prometedores por resolver los
problemas analiticos en el analisis de datos de los test de
respuesta forzada es el de Maydeu-Olivares y Bockenholt
(2005). Los autores argumentan que el problema no radica
en la utilizacion del formato de respuesta forzada, sino en
la codificacion de los datos obtenidos a través de este tipo
de formato. La propuesta se basa en un procedimiento de
codificacion binaria de datos de respuesta forzada. En un
bloque de respuesta forzada, el sujeto debe ordenar los n
items de acuerdo con sus preferencias. Siguiendo con el
ejemplo de un bloque de n = 4 items (A, B, C y D) expuesto
anteriormente, el sujeto debe asignar la posicion de cada
item en relacion con sus preferencias, seglin se muestra en
la figura 2.

Respuesta forzada | Codificacion binaria

A B C D |(AB) (AC) (AD) (BC) (BD) (CD)
3 1 2 4 |1 1 0 0 0 0

Figura 3. Formato de codificacion de un bloque de res-
puesta forzada.

En cualquier blogue de n items es posible codificar las res-
puestas a través de una codificacion binaria usando 7 = 7i(n-1)/2
pares de comparaciones. En nuestro ejemplo, en un bloque de
n=4 podemos realizar 7i = 4(4 — 1)/2 = 6 comparaciones binarias
entre los 4 items del bloque. En todos los pares de compara-
ciones podemos utilizar el siguiente formato de codificacion:

)

1 si se prefiere el item i sobre el item &,
= 0 si se prefiere el item & sobre el item i.

Por tanto, en nuestro ejemplo la codificacion del bloque
de n =4 quedaria de la forma presentada en la figura 3.

Ya hemos visto que segun la ley del juicio comparativo de
Thurstone, cada comparacion por pares genera una utilidad
para cada objeto que se compara segun la ecuacion (4). A
partir de esta ecuacion el proceso de codificacion puede
describirse de manera alternativa:

v =t =1, (6)

donde y*, corresponde a una variable continua que repre-
senta la diferencia entre las utilidades de los items presen-
tes en cada comparacion. Por tanto, la vinculacion entre la
respuesta de comparacién por pares y,y la respuesta de
comparacion latente y" es:

1siy =0,

Yi = (7)

0 si y <O.

Expresado en términos matriciales, sea ¢ un vector n x 1 de
utilidades latentes, e y" un vector 7 x 1 de diferencias laten-
tes, donde 71 = n(n-1)/2 corresponde a la cantidad de compara-
ciones por pares, las /i ecuaciones quedan expresadas como:

y =At, (8)

donde A es una matriz de disefio que vincula las diferen-
cias latentes con las utilidades latentes. Cada fila de A co-
rresponde a cada uno de los i pares de comparaciones y
cada columna a cada uno de los n items. Para el caso de un
bloque de n = 4 items:

1 -1 0

10 -l

10 0 -1
A=

0 1 -1 0

01 0 -1

0 0 -1
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La matriz de disefio especifica cuales son los items que
participan en cada comparacion. En el ejemplo, cada co-
lumna corresponde a cada uno de los 4 items (A, B, Cy D) y
cada fila a cada una de las 6 posibles comparaciones de los
4 items del bloque. La primera fila compara los items {A, B},
la segunda los items {A, C}, la tercera los items {A, D}, la
cuarta los items {B, C}, la quinta los items {B, D}, y la sexta
los items {C, D}.

Para el caso de cuestionario de multiples bloques, tene-
mos p nimero de bloques, n nUmero de items por bloque y
n x p=m numero de items en total. Por tanto, la matriz de
diseno tendra m columnas correspondientes al total
de items del cuestionario y p x 7i filas correspondientes a los
7 pares de comparaciones realizadas en todos los p bloques.
Para el ejemplo presentado anteriormente, el cuestionario
de p =3 bloques, de n =4 items por bloque, m = 12 items en
total, la matriz de diseno quedaria asi:

1 -1 0 00 0 0 000 0 0]
10 -1 00 0 000 0 0
1 0 0 -100 0 000 0 0
01 -1 000 0 000 0 0
01 0 <100 0 000 0 0
00 I =100 0 000 0 0
00 0 011002020 0 0
00 0 010 -1 000 0 0
oo 0o 010 0 -100 0 0
A1 0 0 001 -1 000 0 0
00 0 001 0 100 0 0
00 0 000 1 100 0 0
00 0 000 0 01 -1 0 0
00 0 000 0 01 0 -1 0
00 0 000 0 01 0 0 -l
00 0 000 0 00 1 -1 0
00 0 000 0 00 1 0 -l
00 0 000 0 000 1 -I

Por otro lado, siguiendo el modelo de AFC clasico, que se
expresa mediante (Joreskog y Sorbom, 1981):

y=p,+An+e, 9)

Nuestro modelo de AFC, que mide d factores comunes a
través de las utilidades latentes ¢, quedaria expresado
como:

t=u +An+e, (10)

Donde u,es el vector que contiene las m medias de las utili-
dades latentes ¢, A es la matriz m x d de coeficientes facto-
riales, n es el vector de factores comunes y € es un vector
m — dimensional de factores Unicos (errores de medida).
Como en un AFC clasico, se asume que: a) cada item, y por

tanto cada utilidad, mide solo un factor; b) los factores no
estan correlacionados con las unicidades; ¢) la media de los
factores comunes es 0; d) la correlacion entre los factores
(matriz @) son parametros libres que se han de estimar, y
sus varianzas se fijan a 1 para la identificacion del modelo;
e) la matriz y de unicidades es diagonal, lo cual indica que
las unicidades no estan correlacionadas, y finalmente, f)
tanto factores comunes como unicidades presentan una dis-
tribucion normal.

La figura 4 ilustra cobmo se modelan los resultados bina-
rios, las utilidades y los factores latentes. El modelo corres-
ponde a una estructura sencilla de d =4 factores correlacio-
nados, los cuales se definen mediante 3 items por factor.
Los m = 12 items del cuestionario se presentan en bloques
de n = 4 items. Notese que no hay mas de un item por blo-
que que mida el mismo factor latente. El cuestionario esta
formado por p =3 bloques. El primer factor esta medido por
los items 1, 5y 9, el segundo por los items 2, 6 y 10, el
tercero por los items 3, 7y 11, y el cuarto por los items 4,
8 y 12. La tarea consiste en ordenar los 4 items de cada
blogue de acuerdo con su preferencia (desde 4, el que mas
le representa; a 1, el que menos le representa).

Los resultados del ordenamiento se transforman en 6 re-
sultados binarios por bloque, 18 en total, los cuales se mo-
delan como diferencias de pares de utilidades subyacentes
a través de la ecuacion (8). Como se observa, cada resulta-
do binario (y,,) es resultado de 2 items y depende de las
2 utilidades latentes de cada item. A su vez, cada utilidad
latente es funcion de un factor latente. Notese que los
18 resultados binarios estan medidos sin error; sin embargo,
la varianza de las 12 utilidades latentes son parametros li-
bres que se han de estimar, las cuales corresponden a las
unicidades de cada utilidad. De este modo, estamos frente
a un modelo factorial de segundo orden que se define me-
diante 18 variables observadas que corresponden a los re-
sultados binarios medidos sin error, 12 factores de primer
orden que corresponden a las utilidades latentes asociadas
a un error de prediccion (unicidad), y 4 factores de segundo
orden que equivaldrian a los factores latentes de primer
orden en un AFC convencional.

Para la identificacion del modelo, hemos seguido las reco-
mendaciones sugeridas por Maydeu-Olivares y Bockenholt
(2005) para ajustar datos provenientes de formatos de res-
puesta forzada. Para el caso de modelos multidimensionales,
basta con 2 tipos de restricciones: a) fijar la varianza de los
factores latentes en 1, como en un modelo factorial conven-
cional, y b) puesto que las utilidades son variables latentes,
hay que fijar la métrica de sus errores; para ello, es necesa-
rio fijar el error de una utilidad a 1 en cada bloque. En este
caso, el error de una de las utilidades por cada bloque se puede
fijar en ,50, ya que la utilidad latente depende de 2 resul-
tados binarios, para que cumpla y?, = y*,+ y’,..

Un estudio de simulacion

Para ilustrar el funcionamiento del modelo de Maydeu-Oliva-
res y Bockenholt (2005), presentaremos los resultados de un
pequeio estudio de simulacion que evalua la recuperacion de
los parametros y las pruebas de ajuste global. Hemos utilizado
la misma estructura del ejemplo anterior; es decir, un modelo
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Figura 4. Modelo factorial Thurstoniano para un cuestionario de respuesta forzada de 3 factores con 3 bloques de 4 items
por bloque. (Basado en Brown y Maydeu-Olivares, 2011, p. 467).
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de 4 factores no correlacionados medidos por 3 utilidades la-
tentes. Se generaron 200 muestras aleatorias de 1.000 casos
cada una, con una distribucion normal multivariante, con me-
dia p y matriz de covarianzas X. Posteriormente, las variables
normativas se transformaron en sus correspondientes datos
ipsativos de respuesta forzada. El modelo de respuesta forza-
da, como en el ejemplo anterior, quedé constituido por p =3
bloques de n = 4 items por bloque, los cuales miden d = 4 di-
mensiones con un total de m = 12 items. Las puntuaciones fue-
ron codificadas como datos binarios. Para el andlisis de los
datos, hemos utilizado el método de estimacion de minimos
cuadrados ponderados robustos disponible en el programa
Mplus v4 de Mathen y Mathen (1998, 2010). Finalmente, y con
el proposito de identificar el modelo, hemos fijado la varianza
de los factores a 1 y la varianza de una de las utilidades en
cada bloque a ,50. Dada la complejidad del modelo y la canti-
dad de réplicas realizadas, hemos restringido las correlaciones
entre los factores a 0. Los resultados de la estimacion de los
parametros aparecen en la tabla 3.

Como se observa, las medias tanto de las saturaciones
como de los errores de medida alcanzan valores cercanos a
los valores tedricos, lo que indica que el modelo logra recu-

perar los parametros de manera satisfactoria, aunque con
cierto sesgo. Esto contrasta con la desviacion tipica de los
parametros y con la media de los errores de estimacion,
los cuales alcanzan valores elevados con respecto al mode-
lo normativo. Esto sugiere que, a pesar de que el modelo
logra estimar los parametros adecuadamente, la precision
de las estimaciones se ve afectada. Esto es coherente con
otros estudios (Maydeu-Olivares y Brown, 2010), incluso con
distintos tipos de datos ipsativos (Chan y Bentler, 1993;
Cheung, 2004; Ximénez y Calderdn, 2012). Este problema se
debe esencialmente a la pérdida de informacion que pre-
sentan los datos ipsativos en comparacion con las puntua-
ciones normativas, dada la propiedad de comparacion in-
traindividual de los primeros (Chan, 2003).

En relacion con la evaluacion del ajuste, la tabla 3 mues-
tra los estadisticos descriptivos para el indice de ajuste y2,
asi como la proporcion empirica de rechazo de la hipotesis de
ajuste para ambos tipos de datos (cuando el nUmero de items
por bloque es > 2 es necesario realizar una correccion en los
grados de libertad para el contraste del ajuste del modelo,
debido a que en cada bloque existen r = n(n — 1) (n —2)/6 re-
dundancias en la matriz de correlaciones tetracoricas esti-

Tabla 3 Valores tedricos y estadisticos descriptivos de los parametros y de los errores de estimacion para los datos

normativos y datos binarios de respuesta forzada

ML datos normativos

WLSM datos binarios de respuesta forzada

Parametros reales’ Estimacion SE Estimacion SE
Media SD Media Media SD Media

Vi ,707 ,707 ,046 ,047 ,720 ,099 ,088
Yaa ,707 ,704 ,045 ,047 713,083 ,087
Vs ,707 ,709 ,045 ,047 723,099 ,089
Vis ,707 ,704 ,046 ,047 ,730 ,114 ,108
Vs, ,707 ,708 ,046 ,047 ,713 ,084 ,087
Vs ,707 ,708 ,046 ,047 ,709 ,090 ,087
Vas ,707 ,704 ,047 ,047 717 ,090 ,087
Vea ,707 ,712 ,051 ,047 ,716 ,109 ,105
y(,;, ,707 ,706 ,049 ,047 ,730 ,092 ,091
. ,707 ,708 ,050 ,047 ,719 ,086 ,090
Vs ,707 ,708 ,048 ,047 ,732 ,093 ,091
Vira ,707 ,705 ,050 ,047 ,733 ,116 ,110
v, ,50 ,495 ,052 ,050 ,523 ,144 ,131
v, ,50 ,501 ,051 ,050 ,508 ,147 ,129
v, ,50 ,495 ,050 ,050 527 141 ,132
V., ,50 ,501 ,049 ,050 ,50*
Vs ,50 ,499 ,052 ,050 ,508 ,139 ,125
Vs ,50 ,496 ,049 ,050 ,519 ,139 ,127
(778 ,50 ,499 ,051 ,049 ,516 ,132 ,127
Ve ,50 ,494 ,052 ,050 ,50*
Yoo ,50 ,500 ,052 ,050 ,522 ,139 ,133
Vior ,50 ,497 ,051 ,050 ,533 ,134 ,134
Vi ,50 ,495 ,049 ,050 517,137 ,132
. ,50 ,497 ,048 ,050 ,50*
e Media SD PER Media SD PER

48,111 9,490 ,05 132,533 31,867 ,20

PER: proporcion empirica de rechazo de H; SD: desviacion tipica; SE: error tipico.

* Las unicidades han sido fijadas a ,50 para la identificacion.
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madas de las variables binarias. Es asi que en un cuestionario
de p bloques es necesario restar p x r a los grados de libertad
del modelo). Los resultados indican que el estadistico y* da
cuenta de un pobre ajuste del modelo de respuesta forzada
en comparacion con el ajuste de los datos normativos. Del
mismo modo, la proporcién de rechazo de H, (,20) se encuen-
tra por encima del valor esperado (a = ,05), lo cual propor-
ciona una tasa de error tipo | bastante elevada. Esto nos lleva
a concluir que el analisis del ajuste de esta clase de modelos
debe ser llevado a cabo con cautela, debido al inadecuado
funcionamiento del estadistico 2.

El método que proponen Brown y Maydeu-Olivares (2011)
presenta un avance sustantivo que intenta solucionar los pro-
blemas en el ajuste de este tipo de modelos. Dicho método
constituye una aproximacion desde la Teoria de Respuesta al
item que supera muchos de los problemas técnicos de los
trabajos anteriores. Este procedimiento considera la repara-
metrizacion del modelo de segundo orden en uno de primer
orden matematicamente equivalente. Ello supone un ahorro
importante de recursos informaticos debido a la sencillez de
la reparametrizacion del modelo y la obtencion de las medi-
das de bondad de ajuste.

Mas importante aun es la ventaja que aporta el abordaje
desde la Teoria de Respuesta al {tem: entre otras, la infor-
macion que aporta el analisis de la curva caracteristica de
los items y del test, el estudio de la fiabilidad y la estima-
cion del nivel de rasgo de los sujetos. Asimismo, los estudios
de simulacion con esta clase de modelos sugieren importan-
tes recomendaciones practicas con respecto al disefio de
esta clase de test (cantidad de items, disefio de los bloques,
direccion de los items, etc.), cuya descripcion sobrepasa los
propositos de este manuscrito. De esta manera, el modela-
miento de test de respuesta forzada desde la Teoria de Res-
puesta al item se transforma en un avance importante para
el estudio de la estructura interna de los datos provenien-
tes de los test de respuesta forzada.

Comentarios finales

El presente articulo busca presentar el fundamento analiti-
co que hace improcedente el uso de las técnicas de analisis
convencionales en la evaluacion psicométrica de los test de
formato de respuesta forzada. El principal problema radica
en la utilizacion de un formato de codificacion tradicional
que lleva a la generacion de puntuaciones ipsativas. Este
tipo de puntuaciones posee caracteristicas indeseables des-
de el punto de vista analitico.

Desde la perspectiva del estudio de la fiabilidad, estos ras-
gos radican fundamentalmente en el incumplimiento de uno
de los supuestos basicos para la Teoria Clasica de los Test,
como es la independencia de las puntuaciones, lo cual hace
imposible la utilizacion de analisis de fiabilidad convenciona-
les tales como el estadistico alfa de Cronbach y el test-retest.

En cuanto al estudio de la validez, las puntuaciones ipsa-
tivas generan matrices de covarianzas singulares debido a
la dependencia lineal entre las variables, lo que hace impo-
sible la aplicacion de métodos de estimacion de analisis
factorial convencional como lo son los métodos de maxima
verosimilitud o minimos cuadrados generalizados. Por otro
lado, la utilizacion de otro tipo de técnicas, como el ACP, es

desaconsejada, ya que lleva a la obtencién de estructuras
factoriales erréneas producto de la generacion de factores
bipolares artificiales debido a la presencia de términos ne-
gativos en las matrices de covarianzas, dada por la natura-
leza ipsativa de las puntuaciones. Lo anterior nos lleva a la
imposibilidad de la aplicacion de técnicas convencionales
para la busqueda de evidencias de validez a través del ana-
lisis de la estructura interna de esta clase de datos.

Un avance prometedor en la solucion de los problemas
analiticos de los test de respuesta forzada es la propuesta
de Maydeu-Olivares y Bockenholt (2005), asi como la de
Brown y Maydeu-Olivares (2011). Estos autores proponen
un analisis sobre datos binarios producto de la compara-
cion por pares entre items de un mismo bloque y la espe-
cificacion de un modelo confirmatorio. Sin pretender pre-
sentar en detalle la formulacion (para ello el lector puede
consultar directamente la referencia), nuestro proposito
ha sido Unicamente el de esbozar a grandes rasgos la for-
ma en que se esta abordando el analisis de esta clase de
test.

En sintesis, el proposito del presente trabajo ha sido pre-
sentar los errores que se cometen al utilizar técnicas con-
vencionales en el analisis psicométrico de test con items de
formato de respuesta forzada. A pesar de que estas dificul-
tades son bien conocidas y que se las ha discutido amplia-
mente (Dunlap y Cornwell, 1994; Loo, 1999; Meade, 2004;
McLean y Crissom, 1986), actualmente se sigue analizando y
validando esta clase de test con técnicas convencionales di-
sefadas para datos normativos sin restriccion ipsativa. Uno
de los casos mas emblematicos corresponde al LS| de Kolb
(1985), el cual se sigue validando y utilizando pese a las
fuertes criticas que ha recibido (por ejemplo, Cornwell,
Manfredo y Dunlap, 1991; Geiger, Boyle y Pinto, 1993; Hen-
son y Hwang, 2002; Loo, 1996; Metallidou y Platsidou, 2008;
Ruble y Stout, 1990). Es de suma importancia que los inves-
tigadores estén al tanto de los problemas y limitaciones de
la evaluacion psicométrica convencional de esta clase de ins-
trumentos, asi como de las actuales propuestas en el abor-
daje de los problemas asociados a los datos resultantes del
formato de respuesta forzada.
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