Comparison and validation of turbulence models in the numerical study of heat exchangers
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Abstract

This study aims to validate numerical models for heat exchangers developed with the commercial package ANSYS®, comparing the results with data published in the literature. The methodology was based on the identification of programs, languages, mathematical models, and numerical models used by other researchers. Geometries were developed with SolidEdge® and DesignModeler®, discretization meshes with Meshing®, and subsequent configuration of standard k-ε and k-ω models with Fluent® and CFX®. For internal flow in concentric smooth straight tube exchangers, we recreated the predicted results with Nusselts varying between 100 and 250 and Reynolds regimes between $12 \times 10^3$ and $38 \times 10^3$. The study of internal flow in the curved corrugated tube exhibited considerable approximation to the results predicted by Zachar’s numerical correlation with Nusselt numbers in the range of 15-70 for Dean variations between $1 \times 10^2$ and $11 \times 10^2$ in laminar flow. Likewise, we validated the study of external flow in twisted curved tubes. Finally, Nusselt variations between 60 and 275 for Dean variations between $1 \times 10^3$ and $9 \times 10^3$ were modeled for completely developed laminar, transitional, and turbulent flow. The study shows the increase of heat flux associated with the change in the geometry of heat exchangers. It also demonstrates how numerical computer models can recreate realistic process conditions and thermo-fluid simulation by appropriately configuring systems.
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Resumen

El presente estudio busca validar modelos numéricos de intercambiadores de calor desarrollados con el paquete comercial ANSYS® comparando sus resultados con los obtenidos en estudios experimentales y numéricos previamente publicados. La metodología se basó en la identificación de los modelos matemáticos, métodos numéricos y programas o lenguajes empleados por varios autores. Se desarrollaron las geometrías con SolidEdge® y DesignModeler®, la discretización en mallas con Meshing® y posteriormente se configuraron en CFX® y Fluent® los modelos k-ε estándar y k-ω. Para flujo interno en intercambiadores concéntricos de tubo recto liso, se lograron recrear los resultados predichos donde el número de Nusselt varía entre 100 y 250 para Reynolds entre $12 \times 10^3$ y $38 \times 10^3$. El estudio de flujo interno en tubo curvado corrugado con las mismas herramientas logró gran acercamiento a los resultados predichos mediante la correlación numérica de Zachár para Nusselt entre 15 y 70 y variaciones de Dean de $1 \times 10^2$ a $11 \times 10^2$ en flujo laminar. Así mismo, fue validada la independencia de resultados en el estudio de flujo externo en tubo curvado torsionado. Se modelaron variaciones de Nusselt entre 60 y 275 para variaciones de Dean de $1 \times 10^3$ a $9 \times 10^3$ para flujo laminar, transicional y turbulento completamente desarrollado. El estudio muestra el incremento en la transferencia de calor asociado al cambio en la geometría en intercambiadores de calor, y muestra cómo con modelos numéricos computarizados se pueden recrear las condiciones realistas de procesos y sistemas termo-fluidos configurando apropiadamente las simulaciones.
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1. Introduction

Some studies have carried out experimental analyses on the rate of heat transfer in heat exchangers while many others have been dedicated to numerical analyses of such devices. When designing experimental banks, one can simulate the conditions that would be present in natural or industrial processes. Likewise, when configuring the simulation, models are selected which are the most complex and use the least quantity of simplifications. Such models have given results that come close to those obtained via experiments but require high computing power.

For example, in 2006 Vimal Kumar et al. studied the flow and thermal development in the tube-in-tube helical heat exchanger utilizing the $k-\varepsilon$ turbulence model. They claimed that, in comparison with other models such as RNG $k-\varepsilon$, $k-\omega$ and SST $k-\omega$, the $k-\varepsilon$ model has a wider range of applicability in industrial flows and heat transfer problems. This happens due to its economy and precision. It further takes less time and consumes less memory in simulations. They also report having employed the SIMPLEC algorithm to resolve pressure-velocity coupling with a convergence criterion of $10^{-5}$ [1].

In 2008, J.S. Jayakumar et al. employed the realizable $k-\varepsilon$ turbulence model with standard wall functions in their estimation of heat transfer in helically coiled heat exchangers [2]. They subsequently modeled the turbulence of two-phase flows using the “mixed $k-\varepsilon$ model,” based on the realizable $k-\varepsilon$ model, for their study of the thermohydraulic characteristics of air-water two-phase flows in helical pipes [3]. In their studies, they present a solution to pressure-velocity coupling using the SIMPLEC algorithm. They similarly use a convergence criterion of $10^{-5}$ for continuity and velocity. On the other hand, for the energy equation the convergence criterion was $10^{-8}$, and for $k$ and $\varepsilon$ it was $10^{-4}$ [2].

In 2009, Kharat et al. developed a heat transfer coefficient correlation for concentric helical coil heat exchangers. They initially employed the standard $k-\varepsilon$ turbulence model and after some iterations changed to the realizable $k-\varepsilon$ turbulence model since the geometry included characteristics of strong streamline curvature, vortex formation, and rotation. They authors reported $y^+$ in the interval of 80-120, and the use of the standard wall function to capture the boundary layer [4].

Conté & Peng detail the use of the SIMPLE algorithm to solve pressure-velocity coupling in their research on the performance of heat transfer in rectangular coil exchangers [5].

In 2010, Neopane claimed that the $k-\varepsilon$ model is valid for the free flow region but tends to fail in the viscous sublayer, despite being the most used in the industry due to its stability and numerical robustness. They further state that the $k-\omega$ model used to be the most common alternative, providing robust and accurate results for the viscous sublayer, but was very sensitive to its calculations of the free flow region. Thus, he uses the SST $k-\omega$ model because it retains the properties of the $k-\omega$ model near the wall and gradually fades away from the wall in the $k-\varepsilon$ model, giving more realistic results [6].

That same year, Di Piazza and Ciofalo made a prediction of turbulent flow and heat transfer in helically coiled pipes, using different turbulence models in their numerical simulations. Among these was the classical $k-\varepsilon$ model with a scaleable near wall treatment that practically ignores the solution within the viscous sublayer $y^+ < 11$. The SST $k-\omega$ model is formulated to solve the viscous sublayer. Meanwhile, the second order Reynolds stress model RSM-$\omega$ was used extensively because of its formulation based on $\omega$, which permits precise near wall treatment like in SST $k-\omega$ [7].

All these studies evaluated heat exchangers enhanced with the passive technique of the curve, but none evaluated the effect of a second passive enhancement, such as helical corrugation. This was studied in 2010 by Zachár, who proposed a correlation for predicting heat transfer in curved tubes and with a spirally corrugated wall [8]. Figure 1 compares traditionally simulated geometries (simple enhancement) with the geometry simulated by Zachár (double enhancement).

![Figure 1](image-url) (a) Geometry studied by Di Piazza [7] and (b) geometry studied by Zachár [8].
The majority of cases researched by Zachár in this study are laminar flow with a Reynolds number of between 100 and 7000. Perhaps only in cases of higher flow was it possible for some turbulence to be produced, so that the momentum equation was based on the Navier-Stokes equations. Zachár also reports having employed SIMPLE to solve the continuum and momentum equations [8].

With all of this in mind, we set out in our study to validate numerical models of heat exchangers developed with the commercial pack ANSYS®. We selected and configured the turbulence models of standard k-ε and k-ω to compare its results with those obtained in experimental and numerical studies of heat exchangers enhanced with double passive technique.

In the end, we verify the increase in heat transfer associated with the change in the geometry of the exchanger. Moreover, we discuss the importance of selecting the appropriate temperature for the evaluation of temperature-dependent fluid properties, after presenting their influence on the results.

2. Methods

CFD has been used for the following studies on various types of heat exchangers: maldistribution of the flow of fluids, dirtiness or incrustations, fall in pressure, and thermal analysis in the design and optimization phase. To perform the simulations, different turbulence models have been adopted which are generally available for commercial purposes (standard, realizable, RNG, RSM, and SST) relative to the numerical models of pressure-velocity coupling (such as SIMPLE, SIMPLEC, PISO, etc). The quality of the solutions obtained from the simulations has been within the acceptable range, demonstrating that CFD is an effective tool for predicting the behavior and performance of a broad range of heat exchangers [9].

In the course of this research, the SIMPLEC algorithm was used for solving the thermo-fluid models that involve the use of the energy equation and equations that characterize the behavior of the flow field. This is where the Navier-Stokes equations model for laminar flow and the turbulence models k-ε, realizable k-ε, and k-ω appear. Below, the SIMPLEC algorithm and turbulence models are described; the boundary conditions used to describe the exchangers are characterized, and finally the applied model of comparison is presented

2.1 SIMPLE algorithm

A simple time-saving approach for the solution of the problems of conjugate heat transfer with fluid mechanics is to use a single computational domain containing the solid and fluid regions, such as Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithms, namely: SIMPLE, SIMPLER, SIMPLEC, etc. [10]. In CFD, the SIMPLE algorithm is a numerical method used to solve the Navier-Stokes equations. Developed by Professor Brian Spalding and his student Suhas Patankar at Imperial College London in the early 70s, it is now the basis of many commercial packages. A modified variant, the SIMPLER algorithm (SIMPLE Revised), was developed by Patankar in 1979, while another variant, SIMPLEC (SIMPLE-Consistent) was designed by Van Doormal and Raithby [11]. The algorithm is iterative. The basic steps for upgrading the solution are as follows [12]:

1. Selection of boundary conditions.
2. Calculation of velocity and pressure gradients.
3. Solution of the momentum equation to calculate the average velocity field.
4. Calculation of uncorrected mass flows in the boundaries.
5. Solution of the pressure correction equation to produce corrected pressure values in the grid cells.
6. Updating the pressure field.
7. Updating pressure correction at the boundaries.
8. Correction of mass flows at the boundaries.
9. Correction of velocities in the grid cells.
10. Updating the density due to pressure changes.

2.2 Turbulence model

Turbulent flow is the type of viscous flow that is applied to most industrial-use heat exchangers. Nonetheless, its analytical treatment is not as well developed as the laminar flow [13]. The main turbulence models are grouped into three families. The first are the Reynolds-averaged Navier-Stokes (RANS) equations obtained by time-averaging equations of motion over a coordinate in which the mean flow does not vary. The second is Large Eddy Simulation (LES) which solves large-scale flow motion while approximating small-scale motions. The third is Direct Numerical Simulation (DNS), in which Navier-Stokes equations are solved for all scales of turbulent flow motion, increasing accuracy as well as the time required for the calculation [14].

Models from the RANS family allow steady state solutions and model all types of turbulence without resolving the largest eddies. They are the only simulation modeling approach in steady-state for turbulent flows, and therefore are the most widely-used method for industrial flows. This is true even if the motion of eddies in a turbulent flow is inherently unstable and three-dimensional, and even if the flow is stationary in an average sense. Simulations of steady state are preferred for many engineering applications because their easiness, quick simulation time, simplified
post-processing, and because, in many cases, there is only interest in time-averaged values [15].

Most models from the RANS family use $k$ (turbulent kinetic energy) and $\varepsilon$ (rate of turbulent energy dissipation) as a basis for simulation. The difference between each of the family’s models is in how approximations for unknown correlations are taken. There are three methods to address the problem of turbulence in the RANS family: Reynolds Stress Models (RSM), Algebraic Stress Models (ASM), and Eddy Viscosity Models (EVM). In the latter method, there are models of zero, one, or two equations, referring to the number of additional EDs necessary for closing the turbulent problem.

The standard $k$-$\varepsilon$ model comes from the work of Chou in 1945, Davidov in 1961, and Harlow in 1968, but it was not until 1972 that Jones and Launder perfected it [16]. It was in 1974 that the model’s locking coefficients were adjusted, bringing it to the form that most researchers use today, and that is the base for nearly all CFD software [17]. This model is semiempirical and in its derivation the flow is assumed to be fully turbulent, and the effects of molecular viscosity are assumed to be negligible.

Another version of the model was called “realizable” by Shih in 1995. It satisfies certain limitations in the term of normal stresses since the Boussinesq approximation, and the definition of turbulent viscosity are combined to obtain an expression for normal Reynolds stress in incompressible flow. In this way, a new definition is introduced wherein some coefficients that had been considered constant are no longer constant [18].

The $k$-$\omega$ model, developed by Wilcox in 1998, was the first full turbulence model. It is seen as full because besides having an equation for modeling $k$; it has a parameter $\omega$ for the rate of dissipation of energy in units of volume and time [19].

2.3. Geometries

All analyses were carried out using different tools offered by the ANSYS® package. Nonetheless, the geometries were developed with the Siemens SolidEdge® and imported in the generic format .igs to the DesignModeler® module, where they were repaired to facilitate their discretization. The meshes were made in the Meshing® module, and simulations were configured with the CFD modules CFX® and Fluent® to corroborate the results between them.

This study has three simulation projects that differ in their geometries. Swept protrusion was used for developing volumes of internal flow control and defining the profile of the cross sections required in establishing the paths. For the development of the volume of external control in the third study, the above procedure was followed to determine the geometry that served as a tool for implementing a Boolean subtraction volume operation. To develop the second and third geometry we used the torque tool that builds the sweep operation by twisting the profile of the cross-section around the path curve. The geometries are presented in Figure 2. In Table 2, the geometrical parameters of all three studies are reported.

The geometries were imported into DesignModeler® with a file extension .igs. It is a vector graphic file format 2D/3D based on the Initial Graphic Exchange Specification (IGES), for the cleaning and repairing of typical problems such as small edges, splintered faces, holes, seams and sharp angles. This allows the models prepared for the analysis to be used appropriately [20].

Figure 2 Geometries: (a) straight smooth tube, (b) curved corrugated tube, (c) twisted curved tube
### Table 1 Parameters of the geometries developed in this study.

<table>
<thead>
<tr>
<th>Consecutive project</th>
<th>Helical Ratio [mm]</th>
<th>Helical Pitch [mm]</th>
<th>Number of Turns</th>
<th>Longitude [mm]</th>
<th>Hydraulic diameter [mm]</th>
<th>Torsional Pitch [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>∞</td>
<td>N/A</td>
<td>N/A</td>
<td>500</td>
<td>25.00</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>185</td>
<td>40.0</td>
<td>1</td>
<td>1163</td>
<td>19.25</td>
<td>46.52</td>
</tr>
<tr>
<td>3</td>
<td>225</td>
<td>63.5</td>
<td>2</td>
<td>2876</td>
<td>29.44</td>
<td>86.26</td>
</tr>
</tbody>
</table>

**Figure 3** Meshes: (a) Straight smooth tube, (b) Curved corrugated tube, (c) Twisted curved tube

### Table 2 Parameters of the meshes selected for this study

<table>
<thead>
<tr>
<th>Consecutive project</th>
<th>Minimum element size [mm]</th>
<th>Number of elements</th>
<th>Maximum skewness</th>
<th>Minimum OQ</th>
<th>Mesh quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0065</td>
<td>5,258,944</td>
<td>0.8427</td>
<td>0.1844</td>
<td>Acceptable</td>
</tr>
<tr>
<td>2</td>
<td>0.0055</td>
<td>7,426,189</td>
<td>0.8815</td>
<td>0.1382</td>
<td>Bad</td>
</tr>
<tr>
<td>3</td>
<td>0.00625</td>
<td>59,087,808</td>
<td>0.9143</td>
<td>0.1230</td>
<td>Bad</td>
</tr>
</tbody>
</table>

#### 2.4. Meshes

Discretization was carried out in the Meshing® module following the methodology proposed by the software developers. With the automatic method we selectively and automatically combined tetrahedra, prisms, and hexahedra, and selected the physical CFD in the global control selector. The densification of the mesh was subsequently performed by changing the minimum size, respecting the 100:1 ratio between the maximum face size and minimum face size, and the 2:1 ratio between the maximum element size and the maximum face size.

The minimum size allowed gradually decreased below the initial default option, generating an increase in the number of elements. Then we proceeded to the specification of local controls, where inflation was employed to produce prism layers applied to faces to increase the mesh resolution and resolve the viscous boundary layer in CFD. Next, we reviewed the quality parameters as recommended, which indicate ideal skewness and Orthogonal Quality (OQ) values, trying to maintain the minimum OQ > 0.1, or the maximum skewness <0.95. However, these values may be different depending on the physics and the location of the cell [21].

For the geometries associated with the projects, a densification and mesh independence study was performed with different comparison criteria. In the end, the best meshes for executing simulation projects were selected (Figure 3). The principle metrics are reported in Table 2.

#### 2.5. Boundary Conditions

One of the challenges in CFD is how to deal with the thin sublayer near the wall, where the viscous effects become important. In heat transfer flows, an accurate resolution of this layer is crucial because the majority of the temperature change is produced through it. The safest way is to use a fine mesh and a model with a low Reynolds number, which is computationally expensive, particularly in 3D. The slow convergence can also be a problem as a result of high aspect ratio cells. The traditional industrial solution has been to use wall functions [22].

In the solid contours of the geometry studied, the classic law-of-the-wall is used by establishing that the average velocity of a turbulent flow at a given point is proportional to the logarithm of the distance from that point to the wall,
or the limit of the fluid region. This law-of-the-wall was first published by Theodore von Karman in 1930 [23].

The law-of-the-wall describes the relationship between the velocity profile and shear stress in the turbulent boundary layers. Near the wall, on the inside of the boundary layer there is a universal velocity profile. This universal behavior forms the basis for modeling near the wall in RANS. The modeling approach with wall functions is applied to cases where high resolution is unavailable near the wall. There, functions fill the space between the wall and the logarithmic law region where the first cell centroid is found.

The importance of \( y^+ \) insensitive wall treatment is that in practice, maintain a prescribed \( y^+ \) value in the cells adjacent to the wall in the entire domain of industrial cases is a challenge. Additionally, maintaining a \( y^+ \) value such that the first node of the mesh is in the log-law region when wall functions are used can be especially problematic when the mesh is refined. Therefore, \( y^+ \) insensitive wall treatments are a critical requirement for the use of RANS models in CFD, applied to industry [15].

One of the advantages of the \( k - \omega \) model is the near-wall treatment for low Reynolds calculations because it does not involve the complex nonlinear functions required for the \( k - \varepsilon \) model. This model usually requires a near-wall resolution of \( y^+ < 0.2 \), while the \( k - \omega \) requires a minimum of \( y^+ < 2 \). Achieving these values in industrial flows can not be guaranteed in most applications. Therefore, a new near-wall treatment was developed for the \( k - \omega \) model, allowing for a smooth change from one form of low Reynolds to a wall function formulation. The automatic wall treatment allows for consistent refining of coarse mesh and insensitive \( y^+ \), even though for highly accurate simulations, such as heat transfer predictions, a mesh with \( y^+ \) around 1 is recommended [24].

For our study, we used constant boundary conditions, Dirichlet condition, and constant wall temperature (Table 3). It is clear that the hot wall of the last project is internal while the external wall was configured as adiabatic. The constant thermal boundary conditions of temperature and flow are different from the conditions found in reality, which may affect the Nusselt number. The change in velocity and the properties or temperature of the fluid on one side of the exchanger can affect heat transfer and fluid flow on the other. The increase in velocity increases the transfer rate, affecting the average temperature of the other substance.

If the viscosity decreases, the average pressure drop does too and depending on the pump used, there could be an increase in flow velocity. Therefore, it is important to research and understand the effects of the properties, and how the flow rates and geometry can affect the heat transfer characteristics in industrial application [21]. The variation in temperature along the flowpath affects their properties and causes changes in the convective heat transfer coefficient. Density, viscosity, thermal conductivity, and specific heat are temperature-sensitive properties [25].

In the three projects, the temperature of inlet fluid (liquid water) is constant at 20°C. In the fluid configuration, the liquid water is defined from the database of the CFD module. The properties were modified to an average temperature value of 21.4°C in the first project and 23.7°C in the second, although they were left constant for all velocities evaluated. In contrast, in the third project the ideal average temperature was assessed at each velocity and the range varied between 23.7 and 33.8°C for the highest and lowest speeds.

These values were estimated iteratively after running the first simulations and evaluating the results. The property values was predicted with polynomials presented by Zachár [8] and Jayakumar [2]:

1. \[ \rho = 998.25 - 0.123261T - 1.31119\times10^{-3}T^2 - 1.21406\times10^{-5}T^3 \]  
2. \[ \mu = 1.66167\times10^{-3} - 4.10857\times10^{-5}T + 4.64802\times10^{-7}T^2 - 1.90559\times10^{-9}T^3 \]  
3. \[ c_p = 422.62 - 6.94932\times10^{-3}T + 6.24126\times10^{-3}T^2 + 8.29448\times10^{-5}T^3 \]  
4. \[ k = 5.68733\times10^{-1} + 1.96461\times10^{-3}T - 9.77855\times10^{-6}T^2 + 1.24320\times10^{-8}T^3 \]

Where:
- \( T \): Average temperature of the medium [°C]
- \( \rho \): Density [kg/m³]
- \( \mu \): Dynamic viscosity [Pa.s]
- \( c_p \): Specific heat [J/kgK]
- \( k \): Thermal conductivity [W/mK]

The projects led to the building of Nusselt number vs Reynolds number or Dean number data clouds, which characterize the flow and depend on the average flow velocity. The assigned values for each project are shown in Table 3.

The geometric characteristics and the boundary conditions were chosen based on experimental studies that were used for comparison in the first two projects and as a result of independence research in the last project.
Table 3 Boundary conditions configured in this study.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5 – 1.5 m/s</td>
<td>20°C</td>
<td>N/A</td>
<td>Free</td>
<td>21.4°C</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(5 levels)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.025 – 0.25 m/s</td>
<td>20°C</td>
<td>60°C</td>
<td>N/A</td>
<td>Free</td>
<td>23.7°C</td>
</tr>
<tr>
<td></td>
<td>(3 levels)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.1 – 1.0 m/s</td>
<td>20°C</td>
<td>60°C</td>
<td>External</td>
<td>Free</td>
<td>According to velocity</td>
</tr>
<tr>
<td></td>
<td>(10 levels)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. Results

In the first project, we worked initially with constant properties at a temperature of 25°C without knowing what temperature the fluid would reach in the exchanger. Figure 4(a) shows the comparison between Sieder and Petukhov’s predictions of experimental correlations [26] against the theoretical predictions of the simulation with Fluent® and with CFX®, using the standard $k-\varepsilon$ model. Figure 4(b) shows the same comparison, but now the $k-\omega$ model is used; note the influence on the selection of the model when comparing Figure 4(a) and Figure 4(b).

After evaluating the results and making an estimate of the outlet temperature, we proceeded to recalculate the average temperature at which to evaluate the properties of the fluid. Figure 5(a) shows the results of the comparison against theoretical results reached with the $k-\omega$ model, but now with an average temperature of 22°C. After a sequence of iterations, an average temperature value of 21.4°C was reached. Figure 5(b) shows the results of this last sequence of simulations, affected by the mean temperature value in which the thermo-dependent properties are evaluated. In the end, the match between the CFX® results and Petukhov’s predictions was achieved.

The Fluent® results were approaching this during the process but never reached the same setting as those of CFX®. This is due to differences in the default configuration and having worked with a single average temperature characteristic for all the Reynolds evaluated when the average temperature value depends on velocity.

For the second project, we took advantage of the experience gained in the first. We only worked with the CFX® module, and established an average temperature value iteratively, reaching a great fit. The comparison between the numerical predictions correlation proposed by Zachar [8] against the numerical predictions of this study with CFX® using the standard k-$\varepsilon$ model and k-$\omega$ model is presented in Figure 6.

![Figure 4 Nu vs. Re, first project, straight smooth tube comparison of physical models](image-url)
In this project, the results of the mesh independence study are reported with both models. In Figure 7(a) we can see the errors relating to the finer mesh in the study with standard $k-\varepsilon$, and in Figure 7(b) with $k-\omega$. Note the lack of definition convergence in Figure 7(a) compared to Figure 7(b). It shows that for the geometric and boundary conditions of this study, the results can be improved with the refinement of the mesh using the $k-\omega$ model.

The comparative results of Figure 7 correspond to the studies of the mesh selected for its combination of economy and precision. For each velocity studied, the increase in mesh density is verified to approach the result obtained with the finer mesh increasingly. However, notice that in study advanced with the $k-\varepsilon$ model for average velocity, a divergence appeared that could be due to a configuration error.

In this simulation project, particular attention was paid to the behavior of $y^+$. One can see in Figure 8 a comparison of the models, of which it is independent. Note the impact of mesh refinement on the magnitude of $y^+$, which decreases so that the first node gets closer and closer to the wall. The lower ranges correspond with slower flow velocities. All the velocities in this second project are relatively small, corresponding to more industrial applications like laminar flow regimes. For fully turbulent flows, more similar to industrial application, higher $y^+$ values are obtained.
Figure 7 Independence study. Curved corrugated tube, comparison of physical models.

Figure 8 Curved corrugated tube: behavior of $y^+$
For the last project, we harvested the experience gained in the first two. We worked solely with the CFX® module and iteratively established an average temperature value, but independently from velocity. The average temperature property for each of the 10 configured velocities was carried out in this way. Figure 9 shows the comparison of the numerical predictions using CFX® with the standard k-ε model and the k-ω model. One can appreciate the great fit reached after the mesh independence study, showing as well certain independence of the model, which was to be expected.

The small differences are due to differences in the meshes after selecting the physical CFD model, since Meshing® offers options for Fluent® and CFX® that generate similar but not identical meshes, and another series of small default configuration differences for some model parameters, algorithms, and criteria.

It should be noted that for this project the independence of the results of the exchanger length was studied. For this geometry, there are no correlations, experimental results, nor numbers available in the scientific literature for validation. Figure 10 reports the incidence of mesh refinement in the magnitude of $y^+$.

Note again that upon increasing the turbulence, the first note moves away from the wall, making the capture of the
boundary layer phenomenon increasingly difficult. Since this project always evaluated averaged properties for the entire device, this does not noticeably affect the results.

Note also that when comparing the coarse mesh $y^+$ with the fine mesh, in the case of the hot wall (interior), the slight approach to the first node to the wall can be seen, consistent in the entire domain of Dean evaluated.

4. Conclusions

This project allowed us to validate the theoretical results that can be achieved with commercial CFD tools by showing their approximation to experimental results. But one must keep in mind that the theoretical simulation results with commercial packages are influenced by the model selected, its configuration, meshing quality, the selection and configuration of the algorithm, and other parameters such as the convergence criteria or different geometric conditions unique to each system under study, such as heat exchanger length.

The independence of all these factors should be evaluated before using the numerical results in making design decisions – it is often necessary to use experimental results for such validation. The RANS models are the only simulation modeling approach for turbulent flows in steady state, and in many cases there is only interest in the time-averaged values. There, increased accuracy in the development of models in the family does not represent a significant change in the averaged results in the steady state. However, if computing time increases, still the continuity of this research project will continue to use the $k – \omega$ model and CFX® model.

Nonetheless, it remains necessary to continue evaluating other models and studying the independence of various parameters. It is hoped that this report will be useful for fluid researchers who use simulation methodology in their work.
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